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Abstract

We analyze some properties of maximizing stationary Markov probabilities on the Bernoulli space $[0,1]^N$, which means we consider stationary Markov chains with state space the interval $S = [0,1]$. More precisely, we consider ergodic optimization for a continuous potential $A$, where $A : [0,1]^N \rightarrow \mathbb{R}$ which depends only on the two first coordinates of $[0,1]^N$. We are interested in finding stationary Markov probabilities $\mu_\infty$ on $[0,1]^N$ that maximize the value $\int A d\mu$, among all stationary Markov probabilities $\mu$ on $[0,1]^N$. This problem correspond in Statistical Mechanics to the zero temperature case for the interaction described by the potential $A$. The main purpose of this paper is to show, under the hypothesis of uniqueness of the maximizing probability, a Large Deviation Principle for a family of absolutely continuous Markov probabilities $\mu_\beta$ which weakly converges to $\mu_\infty$. The probabilities $\mu_\beta$ are obtained via an information we get from a Perron operator and they satisfy a variational principle similar to the pressure in Thermodynamic Formalism. As the potential $A$ depends only on the first two coordinates, instead of the probability $\mu$ on $[0,1]^N$, we can consider its projection $\nu$ on $[0,1]^2$. We look at the problem in both ways. If $\mu_\infty$ is the maximizing probability on $[0,1]^N$, we can also have that its projection $\nu_\infty$ is maximizing for $A$. The hypothesis about stationary on the maximization problem can also be seen as a transhipment problem. Under the hypothesis of $A$ being $C^2$ and the twist condition, that is, $\frac{\partial^2 A}{\partial x \partial y}(x,y) \neq 0$, for all $(x,y) \in [0,1]^2$, we show the graph property of the maximizing probability $\nu$ on $[0,1]^2$. Moreover, the graph is monotonous. We also show that, in the sense of Mañé, the maximizing probability is unique. Finally, we exhibit a separating sub-action for $A$.
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1 Introduction

We are interested here in a problem in ergodic optimization [Jen1] [CG] [CLT] [Mo]: we analyze some properties of maximizing stationary Markov probabilities on the Bernoulli space $[0, 1]^N$, which means we consider stationary Markov chains with state space $S = [0, 1]$, and search for those which maximize the integral of functions $A : [0, 1]^N \to \mathbb{R}$, called potentials or observables.

We denote by $x = (x_1, x_2, ...) \in [0, 1]^N$. We consider a continuous potential $A : [0, 1]^2 \to \mathbb{R}$ which depends only on the two first coordinates of $[0, 1]^N$. Therefore, we can define $\tilde{A} : [0, 1]^2 \to \mathbb{R}$, as $\tilde{A}(x_1, x_2) = A(x)$, where $x$ is any point in $[0, 1]^N$ which has $x_1$ and $x_2$ as its two first coordinates.

We will drop the symbol $\tilde{\cdot}$ and the context will show if we are considering a potential in $[0, 1]^2$ or in $[0, 1]^N$.

We are interested in finding stationary Markov probabilities $\mu_\infty$ on the Borel sets of $[0, 1]^N$ that maximize the value

$$\int A(x_1, x_2) \, d\mu(x),$$

among all stationary Markov probabilities $\mu$ on $[0, 1]^N$.

By a stationary Markov probability $\mu$ we mean any measure obtained from an initial probability $\theta$ on $[0, 1]$, and a Markovian transition Kernel $P_x(dy) = P(x, dy)$, where $\theta$ is invariant for the kernel defined by $P$. The sigma-algebra we consider in $[0, 1]^N$ is the one generated by the cylinders. In the next section we will present precise definitions.

The maximizing probabilities $\mu_\infty$, by definition, are invariant for the shift, but most of the time they are not positive in all open sets on $[0, 1]^N$.

We present an entropy penalized method (see [GV] for the case of Mather measures) designed to approximate a maximizing probability $\mu_\infty$ by (absolutely continuous) stationary Markov probabilities $\mu_\beta$, $\beta > 0$, obtained from $\theta_\beta(x)$ and $P_\beta(x, y)$ which are continuous functions. The functions $\theta_\beta$ and $P_\beta$ are obtained from the eigenfunctions and the eigenvalue of a pair of Perron operator (we consider the operators $\varphi \mapsto L_\beta \varphi(\cdot) = \int e^{\beta A(x, \cdot)} \varphi(x) \, dx$ and $\varphi \mapsto \tilde{L}_\beta \varphi(\cdot) = \int e^{\beta A(\cdot, y)} \varphi(y) \, dy$ and we use Krein-Ruthman Theorem) in an analogous way as the case described by F. Spitzer in [Sp] for the Bernoulli space $\Omega = \{1, 2, \ldots, d\}^N$ (see also [PP]).

We will show a large deviation principle for the sequence $\{\mu_\beta\}$ which converges to $\mu_\infty$ when $\beta \to \infty$. The large deviation principle give us important information on the rate of such convergence.

When the state space is the closed unit interval $[0, 1]$, therefore, not countable, strange properties can occur: the natural variational problem of pressure deals with a negative entropy, namely, we have to consider the entropy penalized concept. Negative entropies appear in a natural way when
we deal with a continuous state space (see [Ju] for mathematical results and also applications to Information Theory). In physical problems they occur when the spins are in a continuum space (see for instance [Lu] [Cv] [Ni] [RRS] [W]).

In Physics the negative entropies are controversial, but we quote [BBNg]: ”The negativity of the entropy change is counterintuitive, but does not violate thermodynamics as one would be inclined to conclude at first.”

Our result is similar to [BLT] which considers the states space \( S = \{1, 2, \ldots, d\} \) and [GLM] which consider the entropy penalized method for Mather measures [CI] [Fathi].

The main motivation of our paper are the results of [Gom] [GV] [BLT] [GLM] and [GL].

In a certain extent, the problem we consider here can be analyzed just by considering probabilities \( \nu \) on \([0, 1] \times [0, 1]\) defined by

\[
\nu([a_1, a_2] \times [b_1, b_2]) = \int_{a_1}^{a_2} \int_{b_1}^{b_2} \theta(dx_1)P(x_1, dx_2),
\]

instead of probabilities \( \mu \) on \([0, 1]^N\) defined by corresponding \( \theta \) and the markovian kernel \( P_x(dy) \). We say that \( \nu \) is the projection of \( \mu \) on \([0, 1] \times [0, 1]\).

From the point of view of Statistical Mechanics we are analyzing a system of neighborhood interactions describe by \( A(x, y) \) at temperature zero, where the spin \( x \) takes values on \([0, 1]\). This is another point of view for the meaning of the concept of maximizing probability for \( A \). A well known example is when \( A(x, y) = xy \), and \( x, y \in [-1, 1] \) (see [Th] for references), which can be analyzed using the methods described here via change of coordinates. In the so called XY spin model, we have \( A(x, y) = \cos(x - y) \), where \( x, y \in (0, 2\pi] \) (see [V] [Pc] [Tä]). When there is magnetic term one could consider, for instance, \( A(x, y) = \cos(x - y) + l \cos(x) \), where \( l \) is constant [RRS]. Another set of examples appear in [A] section 9.4.: the continuous Ising model can be described by \( A(x, y) = \frac{1}{4}(x - y)^2 + \frac{m^2}{2} x^2 \). The fist term \( \frac{1}{4}(x - y)^2 \) describes interaction and the second term \( \frac{m^2}{2} x^2 \) describes the magnetic term. More generally one could consider \( A(x, y) = \frac{1}{2}(x - y)^2 + f(x) \), where \( f \) describes the magnetic term. We show, among other things, that for such model, given a generic \( f \) (in the sense of Mañé [Man]), the maximizing probability for \( A \) is unique. In this way, for example, considering fixed the term \( \frac{1}{4}(x - y)^2 \), then, for a dense set of \( f \), we have that the zero-temperature state for \( A(x, y) = \frac{1}{2}(x - y)^2 + f(x) \) is unique (see Remark 2).

The so called spherical model (see [RRS]) is also suitable for application of the concepts we describe here.

We left to the physicists the question: the variational problem of pressure (see section 3 ) for the potential \( \beta A \) (where \( \beta = \frac{1}{T} > 0 \) is large and \( T \) is temperature), which deals with a negative entropy, is just a device for getting a nice approximation \( \mu_\beta \) of the maximizing probability \( \mu_\infty \) for \( A \), or
if $\mu_\beta$ has the physical meaning of being a Gibbs state for finite temperature.

Finally, consider the cost $A : [0,1] \times [0,1] \to \mathbb{R}$, and the problem of maximizing $\int A(x,y) \, d\nu(x,y)$, among probabilities $\nu$ over $[0,1] \times [0,1]$ (which can be disintegrated as $\nu(dx,dy) = \theta(dx)P(x,dy)$) with the property of having the same marginals in the $x$ and $y$ coordinates. We refer the reader to [Ra] for a broad description of the Monge-Kantorovich mass transport problem and the Kantorovich-Rubinstein mass transhipment problem. We consider here a special case of such problem. The Kantorovich-Rubinstein mass transhipment problem with variable probability $\theta$ on $[0,1]$ can be analyzed with the methods presented here (see remark after lemma 1 in section 2. The probability $\nu_\infty$ (on $[0,1]^2$) which is the projection of the maximizing Markov stationary probability $\mu_\infty$ for $A$ is the solution of the problem. In this way we obtain a robust method (the LDP is true) to approximate the probability $\nu_\infty$, which is solution of the mass transhipment problem, via the entropy penalized method.

Under the twist hypothesis, that is $\frac{\partial^2 A}{\partial x \partial y}(x,y) \neq 0$, for all $(x,y) \in [0,1]^2$, we show that the probability $\nu_\infty$ on $[0,1]^2$ is a graph. We point out that the existence of a separating sub-action (see section 6) should be of some help in mass transhipment problems.

The twist condition is essential in Aubry Theory for twist maps [Ban] [Go]. It corresponds, in the Mather Theory, to the hypothesis of convexity of the lagrangian [Mat] [Cl] [Fathi] [Man]. It is also considered in discrete time for optimization problems as in [Ba] [Mi]. Here, several results can be obtained without it. But, for getting results like the graph property, they are necessary.

In section 2 we present the basic definitions. In section 3 we introduce the Perron operator, the entropy penalized concept and we consider the associated variational problem. In section 4, under the hypothesis of $A$ being $C^2$ and the twist condition, we show the graph property of the maximizing probability. We also show that for the potential $A$, in the generic sense of Mañé (see [Man] [BC] [Cl] [CLT]), the maximizing probability on $[0,1]^2$ is unique. We get the same results for calibrated sub-actions. In section 5, we present the deviation function $I$ and show the L.D.P.. In section 6, we show the monotonicity of the graph and we exhibit a separating sub-action.

All results presented here can be easily extended to Markov Chains with state space $[0,1]^2$, or, to more general potentials depending on a finite number of coordinates in $[0,1]^N$, that is, to $A$ of the form $A(x_1, x_2, ..., x_n)$, $A : [0,1]^n \to \mathbb{R}$.

We would like to thanks Alexandre Baraviera and Ana Ribeiro-Teixeira for references and interesting conversations on the subject of the paper.
1.1 Main results

Next we will give some definitions in order to state the main results of this work. $[0,1]^\mathbb{N}$ can be endowed with the product topology, and then $[0,1]^\mathbb{N}$ becomes a compact metrizable topological space. We will define a distance in $[0,1]^\mathbb{N}$ by

$$d(x,y) = \sum_{j \geq 1} \frac{|x_j - y_j|}{2^j}.$$  

**Definition 1.** (a) the shift map in $[0,1]^\mathbb{N}$ is defined as $\sigma((x_1,x_2,...)) = (x_2,x_3,...)$.

(b) Let $A_1, A_2, ..., A_k$ be non degenerated intervals of $[0,1]$. We call a cylinder of size $k$ the subset of $\mathbb{R}^k$ given by $A_1 \times A_2 \times ... \times A_k$, and we denote it by $A_1....A_k$.

(c) Let $\mathcal{M}_{[0,1]^\mathbb{N}}$ be the set of probabilities in the Borel sets of $[0,1]^\mathbb{N}$. We define the set of holonomic measures in $\mathcal{M}_{[0,1]^\mathbb{N}}$ as

$$\mathcal{M}_0 := \left\{ \mu \in \mathcal{M}_{[0,1]^\mathbb{N}} : \int (f(x_1) - f(x_2)) \, d\mu(x) = 0, \quad \forall f \in C([0,1]) \right\}.$$  

Remark: (i) A cylinder can also be viewed as a subset of $[0,1]^\mathbb{N}$: in this case, we have

$$A_1....A_k = \left\{ x \in [0,1]^\mathbb{N} : x_i \in A_i, \quad \forall 1 \leq i \leq k \right\}.$$  

(ii) $\mathcal{M}_0$ contain all $\sigma$-invariant measures. This is a consequence of the fact that invariant measures for a transformation defined in a compact metric space can be characterized by the measures $\mu$ such that $\int f \, d\mu = \int (f \circ \sigma) \, d\mu$ for all continuous functions defined in $[0,1]^\mathbb{N}$ and taking values in $\mathbb{R}$. Note that the set of $\sigma$-invariant measures is a proper subset of $\mathcal{M}_0$.

We can also consider the following problem:

$$\max_{\mu \in \mathcal{M}_0} \left\{ \int A \, d\mu \right\},$$  

which is more general then the problem of maximizing $\int A \, d\mu$ over the stationary probabilities.

We define

$$m := \max_{\mathcal{M}_0} \int A \, d\mu$$  

We will see that this two problems are equivalents, as we will construct a stationary Markov measure $\mu$ such that $m = \int A \, d\mu$. 
Definition 2. (a) A continuous function \( u : [0, 1] \to \mathbb{R} \) is called a calibrated forward-subaction if, for any \( y \) we have
\[
u(y) = \max_x [A(x, y) + u(x) - m],
\]
(2)

(b) A continuous function \( u : [0, 1] \to \mathbb{R} \) is called a calibrated backward-subaction if, for any \( x \) we have
\[
u(x) = \max_y [A(x, y) + u(y) - m],
\]
(3)

Definition 3. A property \( P \) is called generic for \( A \), in \( \text{Man} \) sense, if there exists a generic set \( O \) (in the Baire sense) on the set \( C^2([0, 1]) \) such that if \( f \) is in \( O \) then \( A + f \) has the property \( P \). And we will say that \( A \) is generic in the \( \text{Man} \) sense if \( A \) has the property \( P \).

The main results of this paper can be summarized by the following theorems (although in the text it will be split in several other results):

Theorem 1. If \( A \) is generic in the \( \text{Man} \) sense, then we have
(a) If \( \mu, \tilde{\mu} \in \mathcal{M}_0 \) are two maximizing measures, i.e., \( m = \int A \, d\mu = \int A \, d\tilde{\mu} \). Then
\[
u = \tilde{\nu},
\]
where \( \nu(B) = \mu(\Pi^{-1}(B)), \tilde{\nu}(B) = \tilde{\mu}(\Pi^{-1}(B)) \), for any \( B \) Borel set of \([0, 1]^2\) and \( \Pi : [0, 1]^\mathbb{N} \to [0, 1]^2 \) is the projection map in the first two coordinates.

(b) Both the sets of calibrated backward-subactions and calibrated forward-subactions are unitary.

Definition 4. We say that a backward subaction \( u \) is separating if
\[
\max_y [A(x, y) + u(y) - u(x)] = m \iff y \in \Omega(A),
\]
where \( \Omega(A) \) will be defined in the section 4.

Theorem 2. If the observable \( A \) is Holder continuous, there exists a separating backward-subaction.

Theorem 3. Let \( A : [0, 1]^\mathbb{N} \to \mathbb{R} \) be a continuous potential that depends only in the first two coordinates of \([0, 1]^\mathbb{N}\). Then
(a) There exist a measure \( \mu_\infty \in \mathcal{M}_0 \) such that \( \int A \, d\mu_\infty = m \), and a sequence of measures \( \mu_\beta, \beta \in \mathbb{R} \) such that
\[
\mu_\beta \to \mu_\infty,
\]
where \( \mu_\beta \) is defined by \( \theta_\beta : [0, 1] \to \mathbb{R}, K_\beta : [0, 1]^2 \to \mathbb{R} \) (see equations (15) and (16)) as
\[
\mu_\beta(A_1...A_n) := \int_{A_1...A_n} \theta_\beta(x_1)K_\beta(x_1, x_2)...K_\beta(x_{n-1}, x_n)dx_1...dx_n.
\]
for any cylinder \( A_1\ldots A_n \). Also \( \mu_\infty \) is a stationary Markov measure (see definition below).

(b) If \( A \) is generic in the Mañé sense, then there exists only one maximizing stationary Markov measure. Supposing that \( D = A_1\ldots A_k \) is a cylinder, then the following limit exists

\[
\lim_{\beta \to \infty} \frac{1}{\beta} \ln \mu_\beta(D) = - \inf_{x \in D} I(x),
\]

where \( I : [0, 1]^N \to [0, +\infty] \) is a function defined by

\[
I(x) := \sum_{i \geq 1} V(x_{i+1}) - V(x_i) - (A - m)(x_i, x_{i+1}),
\]

and \( V \) is the unique calibrated forward subaction.

## 2 Stationary Markov Measures

**Definition 5.** A function \( P : [0, 1] \times \mathcal{A} \to [0, 1] \) is called a transition probability function on \([0, 1]\), where \( \mathcal{A} \) is the Borel \( \sigma \)-algebra on \([0, 1]\), if

(i) for all \( x \in [0, 1] \), \( P(x, \cdot) \) is a probability measure on \(([0, 1], \mathcal{A})\),

(ii) for all \( B \in \mathcal{A} \), \( P(\cdot, B) \) is a \( \mathcal{A} \)-measurable function from \(([0, 1], \mathcal{A}) \to [0, 1] \).

Sometimes we will use the notation \( P_x(B) \) for \( P(x, B) \).

Any probability \( \nu \) on \([0, 1]^2\) can be disintegrated as \( \theta(dx)P(x, dy) \), where \( \theta \) is a probability on \(([0, 1], \mathcal{A}) \) [Dellach], Pg 78, (70-III).

**Definition 6.** A probability measure \( \theta \) on \(([0, 1], \mathcal{A}) \) is called stationary for a transition function \( P(\cdot, \cdot) \), if

\[
\theta(B) = \int P(x, B) d\theta(x) \quad \text{for all } B \in \mathcal{A}.
\]

Given the initial probability \( \theta \) and the transition \( P \), as above, one can define a Markov process \( \{X_n\}_{n \in \mathbb{N}} \) with state space \( S = [0, 1] \) (see [AL] section 14.2 for general references on the topic). If \( \theta \) is stationary for \( P \), then, \( X_n \) is a stationary stochastic process. The associated probability \( \mu \) over \([0, 1]^N \) is called the Markov stationary probability defined by \( \theta \) and \( P \).
Definition 7. A probability measure $\mu \in M_{[0,1]}$ will be called a stationary Markov measure if there exist $\theta$ and $P$ as in the definition 6, such that $\mu$ is given by

$$
\mu(A_1...A_n) := \int_{A_1...A_n} \theta(dx_1)P(x_1, dx_2)...P(x_{n-1}, dx_n),
$$

(4)

where $A_1...A_n$ is a cylinder of size $n$.

Definition 8. $M_{[0,1]}$ will denote the set of probabilities measures in the Borel sets of $[0, 1]^2$.

$M_{[0,1]}$ can be endowed with the weak-$\star$ topology, where a sequence $\nu_n \rightarrow \nu$, iff, $\int f d\nu_n \rightarrow \int f d\nu$, for all continuous functions $f : [0, 1]^2 \rightarrow \mathbb{R}$. Which is a compact topological space (by Banach-Alaoglu theorem).

Definition 9. (a) A probability measure $\nu \in M_{[0,1]}$ will be called a induced stationary Markov measure if there exists a transition function $P$, and a probability measure $\theta$ on $([0, 1], \mathcal{A})$, which is stationary for $P$, such that for each set $(a, b) \times (c, d) \in [0, 1]^2$ we have

$$
\nu((a, b) \times (c, d)) = \int_{(a,b)} \int_{(c,d)} dP_{x}(y)d\theta(x)
$$

In this case $\nu$ can be disintegrated as $\nu = \theta P$.

(b) We will denote by $M$ the set of induced stationary Markov measures.

Definition 10. (a) A probability measure $\nu$ will be called an induced absolutely continuous stationary Markov measure, if $\nu$ is in $M$ and can be disintegrated as $\nu = \theta K$, where $\theta$ is an absolutely continuous measure given by a continuous density $\theta(x)dx$, and also for each $x \in [0, 1]$ the measure $K(x, .)$ is an absolutely continuous measure given by a continuous density $K(x, y)dy$.

(b) We will denote by $M_{ac}$ the set of induced absolutely continuous stationary Markov measures.

We can see that the above continuous densities $K : [0,1]^2 \rightarrow [0, +\infty)$ and $\theta : [0, 1] \rightarrow [0, +\infty)$ satisfy the following equations:

$$
\int K(x, y) dy = 1, \quad \forall x \in [0, 1], \quad (5)
$$

$$
\int \theta(x) K(x, y) dxdy = 1, \quad (6)
$$

$$
\int \theta(x) K(x, y) dx = \theta(y), \quad \forall y \in [0, 1]. \quad (7)
$$
Moreover, any pair of non-negative continuous functions satisfying the three equations above define an induced absolutely continuous stationary Markov measure.

Let $C[0,1]$ denotes the set of continuous functions defined in $[0,1]$ and taking values on $\mathbb{R}$.

**Lemma 1.**

(a) $\mathcal{M} = \left\{ \nu \in \mathcal{M}_{[0,1]^2} : \int f(x) - f(y) \; d\nu(x,y) = 0, \; \forall f \in C[0,1] \right\}$,

(b) $\mathcal{M}$ is a closed set in the weak-$\star$ topology.

The above formulation of the set $\mathcal{M}$ is more convenient for the duality of Fenchel-Rockafellar required by proposition 4. It just says that both marginals in the $x$ and $y$ coordinates are the same.

The important information is given by $\theta$ and $P$. Sometimes we consider $\mu$ over $[0,1]^N$ and sometimes the corresponding projected $\nu$ over $[0,1]^2$. We will forget the word projected from now on, and the context will indicate which one we are working with. Note that, to make the lecture easier, we are using the following notation: $\nu$ when we want to refer to a measure in $[0,1]^2$ and $\mu$ for the measures in $[0,1]^N$.

**Remark:** We point out that maximizing $\int A d\nu$ for probabilities on $\nu \in \mathcal{M}$, means a Kantorovich-Rubinstein (mass transhipment) problem where we assume the two marginals are the same (see [Ra] Vol I section 4 for a related problem). The methods presented here can be used to get approximations of the optimal probability by absolutely continuous ones. These probabilities are obtained via the eigenfunctions of a Perron operator.

In the case we are analyzing, where the observable depends only of the two first coordinates, we will establish some connections between the measures in $[0,1]^2$ and the measures in $[0,1]^N$, and we will see that the problem of maximization can be analyzed as a problem of maximization among induced Markov measures in $[0,1]^2$.

**Proposition 1.** Let $A : [0,1]^N \to \mathbb{R}$ be a potential which depends only in the first two coordinates of $[0,1]^N$. Then the following is true:

(a) There exists a map, not necessarily surjective, of $\mathcal{M}$ in $\mathcal{M}_0$.

(b) There exists a map, not necessarily injective, of $\mathcal{M}_0$ in $\mathcal{M}$.

(c) $\max_{\mu \in \mathcal{M}_0} \int A(x_1, x_2) \; d\mu(x) = \max_{\nu \in \mathcal{M}} \int A(x, y) \; d\nu(x,y)$

**Proof:** (a) A measure $\nu \in \mathcal{M}$ can be disintegrated as $\nu = \theta P$, and then can be extended to a measure $\mu \in \mathcal{M}_0$ by

$$\mu(A_1...A_n) := \int_{A_1...A_n} \theta(dx_1)P(x_1, dx_2)...P(x_{n-1}, dx_n),$$ (8)
Also, we have
\[\int_{[0,1]^N} A(x_1, x_2) d\mu(x) = \int_{[0,1]^2} A(x, y) d\nu(x, y).\]

(b) A measure \(\mu \in M_0\) can be projected in a measure \(\nu \in M_{[0,1]^2}\), defined by, for each Borel set \(B\) of \([0,1]^2\),
\[\nu(B) = \mu(\Pi^{-1}(B)),\]
where \(\Pi : [0, 1]^N \to [0, 1]^2\) is the projection in the two first coordinates. Note that, by the lemma 1, \(\nu \in M\). Then we have
\[\int_{[0,1]^N} A(x_1, x_2) d\mu(x) = \int_{[0,1]^2} A(x, y) d\nu(x, y).\]

(c) It follows easily by (a) and (b). \(\square\)

Remark: Note that in the item (a), in the particular case where \(\nu \in M_{ac}\), we have that \(\nu\) can be disintegrated as \(\nu = \theta K\), and then the stationary Markov measure \(\mu\) is given by
\[\mu(A_1...A_n) := \int_{A_1...A_n} \theta(x_1) K(x_1, x_2)...K(x_{n-1}, x_n) dx_1...dx_n, \quad (9)\]
where onde \(A_1...A_n\) is a cylinder. And \(\mu\) is a absolutely continuous Markov measure in \([0, 1]^N\).

3 The Maximization Problem

We are interested in finding stationary Markov probabilities \(\mu_{\infty}\) on \([0, 1]^N\) (defined by a initial \(\theta\) and a transition \(P\)) such that maximize the value
\[\int A(x_1, x_2) d\mu(x),\]
among all stationary (not only Markov) probabilities for the shift \([0, 1]^N\). As we just consider potentials of the form \(A(x, y)\), in this case, it is not possible to have uniqueness. We just take into account the information of the measure on cylinders of size two. In any case, the Markov stationary probability we will describe below will also solve this maximizing problem.

As we are considering the problem of maximizing \(\int A d\mu\) over the holonomic measures, which contains all stationary measures in \([0, 1]^N\). By the item (c) of the proposition 1: \(\max_{\mu \in M_0} \int A d\mu = \max_{\nu \in M} \int A d\nu\).
Hence, the problem we are analyzing is equivalent to the problem of finding \( \nu_\infty \), which is the maximal for \( \int A \, d\nu \), among all \( \nu \in M \). Because once we have \( \nu_\infty \), by item (a) of the proposition 1, we obtain a maximizing Markov measure \( \mu_\infty \) among the holonomic measures.

Now we will concentrate on the maximizing problem in \([0, 1]^2\).

Let \( A : [0, 1] \times [0, 1] \to \mathbb{R} \) be a continuous function. We will denote by

\[
\mathfrak{M}_0 := \left\{ \nu \in M : \int A(x, y) \, d\nu(x, y) = m \right\}
\]

where

\[
m = \max_{\nu \in M} \left\{ \int A(x, y) \, d\nu(x, y) \right\}.
\]

A measure in \( \mathfrak{M}_0 \) will be called a maximizing measure on \( M \).

Consider now the variational problem

\[
\max_{\theta K \in M_{ac}} \left\{ \int \beta A(x, y) \, \theta(x) K(x, y) \, dx \, dy - \int \theta(x) K(x, y) \log(K(x, y)) \, dx \, dy \right\}.
\]

In some sense we are considering above a kind of pressure problem (see [PP]).

**Definition 11.** We define the term of entropy of an absolutely continuous probability measure \( \nu \in M_{[0,1]^2} \), given by a density \( \nu(x, y) \, dx \, dy \), as

\[
S[\nu] = - \int \nu(x, y) \log \left( \frac{\nu(x, y)}{\int \nu(x, z) \, dz} \right) \, dx \, dy.
\]

(11)

It is easy to see that any \( \nu = \theta K \in M_{ac} \) satisfies

\[
S[\theta K] = - \int \theta(x) K(x, y) \log(K(x, y)) \, dx \, dy.
\]

(12)

We call \( S[\nu] = S[\theta K] \) the entropy penalized of the probability \( \nu = \theta K \in M_{ac} \).

**Lemma 2.** If \( \nu = \theta K \in M_{ac} \) and \( K \) is strictly positive, then \( S[\nu] \leq 0 \).

**Proof:** \log is a concave function. Hence, by Jensen inequality, we have

\[
- \int \theta(x) K(x, y) \log(K(x, y)) \, dx \, dy = \int \theta(x) K(x, y) \log \left( \frac{1}{K(x, y)} \right) \, dx \, dy \leq
\]

\[
\leq \log \int \theta(x) K(x, y) \frac{1}{K(x, y)} \, dx \, dy = \log(1) = 0.
\]
For each $\beta$ fixed, we will exhibit a measure $\nu_\beta$ in $\mathcal{M}_{ac}$ which maximizes (10). Finally, we will show that such $\nu_\beta$ will approximate in weak convergence the probabilities $\nu_\infty$ which are maximizing for $A$ in the set $\mathcal{M}$.

In order to do that, we need to define the following operators, defined in the Banach space of real valued continuous functions defined in $[0, 1]$, with the sup norm, which we will denote by $C([0, 1])$:

**Definition 12.** Let $L_\beta, \bar{L}_\beta : C([0, 1]) \to C([0, 1])$ be given by

\[
L_\beta \varphi(y) = \int e^{\beta A(x, y)} \varphi(x) dx, \tag{13}
\]

\[
\bar{L}_\beta \varphi(x) = \int e^{\beta A(x, y)} \varphi(y) dy. \tag{14}
\]

We refer the reader to [Ka] and [Sch] chapter IV for a general reference on positive integral operators.

**Theorem 4.** The operators $L_\beta$ and $\bar{L}_\beta$ have the same strictly positive maximal eigenvalue $\lambda_\beta$, which is simple and isolated. The eigenfunctions associated are strictly positive functions.

**Proof.** We can see that $L_\beta$ is a compact operator, because the image by $L_\beta$ of the unity closed ball of $C([0, 1])$ is a equicontinuous family in $C([0, 1])$: we know that $e^{\beta A}$ is a uniformly continuous function, and then, if $\varphi$ is in the closed unit ball, we have

\[
|L_\beta \varphi(y) - L_\beta \varphi(z)| \leq \int |e^{\beta A(x, y)} - e^{\beta A(x, z)}||\varphi(x)| dx \leq |e^{\beta A(x, y)} - e^{\beta A(x, z)}| < \delta,
\]

if, $y$ and $z$ are close enough. Thus, we can use Arzela-Ascoli Theorem to prove the compacity of $L_\beta$ (see also [Sch] Chapter IV section 1).

The spectrum of a compact operator is a sequence of eigenvalues that converges to zero, possibly added by zero. This implies that any non-zero eigenvalue of $L_\beta$ is isolated (i.e. there are no sequence in the spectrum of $L_\beta$ that converges to some non-zero eigenvalue).

The definition of $L_\beta$ now shows that it preserves the cone of positive functions in $C([0, 1])$, indeed, sending a point in this cone to the interior of the cone. This means that $L_\beta$ is a strictly positive operator.

The Krein-Ruthman Theorem (Theorem 19.3 in [De]) implies that there is a strictly positive eigenvalue $\lambda_\beta$, which is maximal (i.e. $\lambda_\beta > |\lambda|$; if $\lambda$ is in the spectrum of $L_\beta$) and simple (i.e. the eigenspace associated to $\lambda_\beta$ is one-dimensional), and is associated to a strictly positive eigenfunction $\varphi_\beta$. As an additional result (that will not be used in this work), we can say that
there are no other eigenvalues associated to positive eigenfunctions (see also Theorem 6.3 chapter 2 in [Ka]).

If we proceed in the same way, we get the same conclusions about the operator $\bar{L}_\beta$, and we get the respective eigenvalue $\bar{\lambda}_\beta$ and eigenfunction $\bar{\varphi}_\beta$.

In order to prove that $\bar{\lambda}_\beta = \lambda_\beta$, we use the positivity of $\varphi_\beta$ and $\bar{\varphi}_\beta$ and the fact that $\bar{L}_\beta$ is the adjoint of $L_\beta$ (here we see that our operators can be, in fact, defined in the Hilbert space $L^2([0,1])$, which contains $C([0,1])$). We have $<\varphi_\beta, \bar{\varphi}_\beta> = \int \varphi_\beta(x) \bar{\varphi}_\beta(x)\,dx > 0$, and

$$\lambda_\beta < \varphi_\beta, \bar{\varphi}_\beta > < L_\beta \varphi_\beta, \bar{\varphi}_\beta > = \bar{\lambda}_\beta < \varphi_\beta, \bar{\varphi}_\beta > .$$

□

An estimate on the spectral gap for the operator $L_\beta$, where $\beta > 0$, is given in [Os] [Hop]: suppose

$$\tilde{M} = \sup_{(x,y)\in[0,1]^2} A(x,y), \quad \text{and} \quad \tilde{m} = \inf_{A(x,y)\in[0,1]^2} A(x,y).$$

If $\lambda_\beta$ is the main eigenvalue, then any other $\lambda$ in the spectrum of $L_\beta$ satisfies

$$\lambda_\beta \left( \frac{\tilde{M}^\beta - \tilde{m}^\beta}{\tilde{M}^\beta + \tilde{m}^\beta} \right) > \lambda.$$

With this information one can give an estimate of the decay of correlation for functions evolving under the probability of the Markov Chain associated to such value $\beta$ (see next proposition). The proof of this claim is similar to the reasoning in chapter 2 page 26 in [PP], which deals with the case where the state space is discrete.

Let us call $\varphi_\beta, \bar{\varphi}_\beta$ the strictly positive eigenfunctions for $L_\beta$ and $\bar{L}_\beta$ associated to $\lambda_\beta$, which satisfy $\int \varphi_\beta(x)\,dx = 1$ and $\int \bar{\varphi}_\beta(x)\,dx = 1$. It is easy to see that $\varphi_\beta$ and $\bar{\varphi}_\beta$ are continuous functions.

We will define a density $\theta_\beta : [0,1] \to \mathbb{R}$ by

$$\theta_\beta(x) := \frac{\varphi_\beta(x) \bar{\varphi}_\beta(x)}{\pi_\beta}, \quad (15)$$

where $\pi_\beta = \int \varphi_\beta(x) \bar{\varphi}_\beta(x)\,dx$, and a transition $K_\beta : [0,1]^2 \to \mathbb{R}$ by

$$K_\beta(x,y) := \frac{e^{\beta A(x,y)} \bar{\varphi}_\beta(y)}{\varphi_\beta(x) \lambda_\beta}. \quad (16)$$

Let $\nu_\beta \in M_{ac}$ be defined by

$$d\nu_\beta(x,y) := \theta_\beta(x) K_\beta(x,y)\,dxdy. \quad (17)$$
Proposition 2. The Markov measure $\nu_\beta = \theta_\beta K_\beta$ defined above maximize
\[
\int \beta A(x, y) \theta(x) K(x, y) dx dy - \int \theta(x) K(x, y) \log (K(x, y)) dx dy
\]
over all absolutely continuous Markov measures. Also
\[
\log \lambda_\beta = \int \beta A \theta_\beta K_\beta dx dy + S[\theta_\beta K_\beta].
\]

Proof: By the definition of the functions $\theta_\beta, K_\beta$, we have
\[
S[\theta_\beta K_\beta] = -\int (\beta A(x, y) + \log \bar{\varphi}_\beta(y) - \log \varphi_\beta(x) - \log \lambda_\beta) d\nu_\beta
\]
Then
\[
\int \beta A \theta_\beta K_\beta dx dy + S[\theta_\beta K_\beta] = \log \lambda_\beta + \int (\log \varphi_\beta(x) - \log \bar{\varphi}_\beta(x)) \theta_\beta(x) K_\beta(x, y) dx dy,
\]
and the last integral is zero because $\nu_\beta = \theta_\beta K_\beta \in M_{ac}$.

To show that $\nu_\beta$ is maximizing let $\nu$ be any measure in $M_{ac}$ and $0 \leq \tau \leq 1$. We claim that the function
\[
I[\tau] := \int \beta A d\nu_\tau + S[\nu_\tau]
\]
where $\nu_\tau = (1 - \tau)\nu_\beta + \tau \nu$, is concave and $I'(0) = 0$

Indeed, see proof of theorem 33 of [GV]. We point out that the entropy term there has a difference of signal, which implies that the function $I$ in [GV] is convex.

\qed

Lemma 3. (a) There exists a constant $c > 0$ such that for all $x \in [0, 1]$
\[
e^{-\beta c} \leq \varphi_\beta(x) \leq e^{\beta c} \quad e^{-\beta c} \leq \bar{\varphi}_\beta(x) \leq e^{\beta c}.
\]
Also the sequences
\[
\frac{1}{\beta} \log \pi_\beta \quad \text{and} \quad \frac{1}{\beta} \log \lambda_\beta
\]
admit accumulation points when $\beta \to \infty$.

(b) The sets
\[
\left\{ \frac{1}{\beta} \log(\varphi_\beta) \mid \beta > 1 \right\} \quad \text{and} \quad \left\{ \frac{1}{\beta} \log(\bar{\varphi}_\beta) \mid \beta > 1 \right\}
\]
are equicontinuous, and relatively compact in the supremum norm.
Proof:
(a) We left to the reader.
(b) We just have to prove the equicontinuity of both sets. Once we have that, and considering the fact that both sets are sets of functions defined in the compact set $[0, 1]$, we use item (a) and Arzela-Ascoli’s Theorem to get the relative compactness of these sets.

To have the equicontinuity for the first set, let $y$ be a point in $[0, 1]$, and let $\beta > 1$. Let $\epsilon > 0$. We will use the fact that $A$ is a uniformly continuous map: We know there exists $\delta > 0$, such that $|y - z| < \delta$ implies $|A(x, y) - A(x, z)| < \epsilon$, $\forall x \in [0, 1]$. Without any loss of generality, we suppose that $\varphi^\beta(y) \geq \varphi^\beta(z)$. We have:

$$\left| \frac{1}{\beta} \log(\varphi^\beta(y)) - \frac{1}{\beta} \log(\varphi^\beta(z)) \right| =$$

$$= \frac{1}{\beta} \left( \log \left( \frac{1}{\lambda^\beta} \int e^{\beta A(x, y)} \varphi^\beta(x) dx \right) - \log \left( \frac{1}{\lambda^\beta} \int e^{\beta A(x, z)} \varphi^\beta(x) dx \right) \right) =$$

$$= \frac{1}{\beta} \log \left( \frac{\int e^{\beta A(x, y)} \varphi^\beta(x) dx}{\int e^{\beta A(x, z)} \varphi^\beta(x) dx} \right) \leq \frac{1}{\beta} \log \left( \frac{\int e^{\beta(A(x, z) + \epsilon)} \varphi^\beta(x) dx}{\int e^{\beta A(x, z)} \varphi^\beta(x) dx} \right) =$$

$$= \frac{1}{\beta} \log \left( e^{\beta \epsilon} \frac{\int e^{\beta A(x, z)} \varphi^\beta(x) dx}{\int e^{\beta A(x, z)} \varphi^\beta(x) dx} \right) = \epsilon .$$

We prove the equicontinuity for the second set in the same way.

□

From the above, we can find $\beta_n \to \infty$ which defines convergent subsequence $\frac{1}{\beta_n} \log \varphi_{\beta_n}$.

Let us fix a subsequence $\beta_n$ s.t. $\beta_n \to \infty$ and s.t. all the three following limits exist:

$$V(x) := \lim_{n \to \infty} \frac{1}{\beta_n} \log \varphi_{\beta_n}(x) \quad , \quad \bar{V}(x) := \lim_{n \to \infty} \frac{1}{\beta_n} \log \bar{\varphi}_{\beta_n}(x)$$

$$\tilde{m} := \lim_{n \to \infty} \frac{1}{\beta_n} \log \lambda_{\beta_n}$$

Note that the limits defining $V$ and $\bar{V}$ converge uniformly. In principle, the function $V$ depends of the sequence $\beta_n$ we choose.

Proposition 3 (Laplace’s Method). Let $f_k : [0, 1] \to \mathbb{R}$ be a sequence of functions that converge uniformly, as $k$ goes to $\infty$, to a function $f : [0, 1] \to \mathbb{R}$. Then

$$\lim_k \frac{1}{k} \log \int_0^1 e^{k f_k(x)} dx = \sup_{x \in [0, 1]} f(x)$$
Lemma 4.  \[
\lim_{n \to \infty} \frac{1}{\beta_n} \log \pi_{\beta_n} = \max_{x \in [0,1]} (V(x) + \bar{V}(x))
\]

Proof:
\[
\pi_{\beta_n} = \int_0^1 \varphi_{\beta_n}(x) \bar{\varphi}_{\beta_n}(x) dx = \int_0^1 e^{\beta_n \left( \frac{1}{n} \log \varphi_{\beta_n}(x) + \frac{1}{n} \log \bar{\varphi}_{\beta_n}(x) \right)} dx
\]

And note that \( \frac{1}{n} \log \varphi_{\beta_n}(x) \to V(x), \frac{1}{n} \log \bar{\varphi}_{\beta_n}(x) \to \bar{V}(x) \) uniformly. Hence it follows by the Laplace’s Method. \( \square \)

Also by the Laplace method we have the following lemma:

Lemma 5.  \[
V(y) = \max_{x \in [0,1]} (V(x) + A(x, y) - \tilde{m})
\]

and \[
\bar{V}(x) = \max_{y \in [0,1]} (\bar{V}(y) + A(x, y) - \tilde{m}).
\]

For some subsequence (of the subsequence \( \{\beta_n\} \) fixed after the proof of lemma 3, which we will also denote by \( \{\beta_n\} \)), the measures \( \nu_{\beta_n} \) defined in (17) weakly converge to a measure \( \nu_\infty \in \mathcal{M} \). Then
\[
\lim_{n \to \infty} \int A d\nu_{\beta_n} = \int A d\nu_\infty
\]

The measure \( \nu_\infty \in \mathcal{M} \), i.e., \( \nu_\infty \) is a stationary Markov measure.

Theorem 5.  \[
\int A(x, y) d\nu_\infty(x, y) = m
\]
i.e., \( \nu_\infty \) is a maximizing measure on \( \mathcal{M} \).

In order to prove the theorem we need first some new results.

Proposition 4. Given a potential \( A \in C([0,1]^2) \), we have that
\[
\sup_{\nu \in \mathcal{M}} \int A d\nu = \inf_{f \in C([0,1])} \max_{(x,y)} (A(x, y) + f(x) - f(y))
\]

This proposition will be a consequence of the Fenchel-Rockafellar duality theorem. Let us fix the setting we consider in order to to apply this theorem.

Let \( C([0,1]^2) \) be the set of continuous functions in \([0,1]^2\) and \( \mathcal{S} \) the set of signed measures over the Borel \( \sigma \)-algebra of \([0,1]^2\).
Consider the convex correspondence $H : C([0, 1]^2) \to \mathbb{R}$ given by $H(\phi) = \max(A + \phi)$ and
\[ C := \{ \phi \in C([0, 1]^2) : \phi(x, y) = f(x) - f(y), \text{ for some } f \in C([0, 1]) \} \]

We define a concave correspondence $G : C([0, 1]^2) \to \mathbb{R} \cup \{-\infty\}$ by $G(\phi) = 0$ if $\phi \in C$ and $G(\phi) = -\infty$ otherwise.

Then the corresponding Fenchel transforms, $H^* : S \to \mathbb{R} \cup \{+\infty\}$, $G^* : S \to \mathbb{R} \cup \{-\infty\}$, are given by
\[
H^*(\nu) = \sup_{\phi \in C([0,1]^2)} \left[ \int \phi(x,y) d\nu(x,y) - H(\phi) \right]
\]
and
\[
G^*(\nu) = \inf_{\phi \in C([0,1]^2)} \left[ \int \phi(x,y) d\nu(x,y) - G(\phi) \right]
\]

**Lemma 6.** Given $H$ and $G$ as above, then
\[
H^*(\nu) = \left\{ \begin{array}{ll}
-\int A(x,y) d\nu(x,y) & \text{if } \nu \in \mathcal{M}_{[0,1]^2} \\
+\infty & \text{otherwise}
\end{array} \right.
\]
\[
G^*(\nu) = \left\{ \begin{array}{ll}
0 & \text{if } \nu \in \mathcal{M} \\
-\infty & \text{otherwise}
\end{array} \right.
\]

This lemma follows from lemma 2 of [GL].

**Proof of proposition 4:** The duality theorem of Fenchel-Rockafellar says that
\[
\sup_{\phi \in C([0,1]^2)} [G(\phi) - H(\phi)] = \inf_{\nu \in S} [H^*(\nu) - G^*(\nu)]
\]

Hence, by lemma 6
\[
\sup_{\phi \in C} [-\max(A + \phi)(x,y)] = \inf_{\nu \in \mathcal{M}} [-\int A(x,y) d\nu(x,y)]
\]
Using the definition of $C$ we have that
\[
\sup_{\nu \in \mathcal{M}} \int A d\nu = \inf_{f \in C([0,1])} \max_{(x,y)} (A(x,y) + f(x) - f(y))
\]

**Lemma 7.** $\tilde{m} = m$. 

Proof: Note that by proposition 4 and lemma 5 we have that \( m \leq \tilde{m} \).

To show the other inequality remember that

\[
\log \lambda_n = \int \beta A \, d\nu_{\beta_n} + S[\nu_{\beta_n}].
\]

Then

\[
\tilde{m} = \lim_{n \to \infty} \int A \, d\nu_{\beta_n} + \frac{1}{\beta_n} S[\nu_{\beta_n}].
\]

Note that \( \nu_{\beta_n} \in \mathcal{M} \), which implies \( \int A \, d\nu_{\beta_n} \leq m \).
As \( S[\nu_{\beta_n}] \leq 0 \), we have

\[
\int A \, d\nu_{\beta_n} + \frac{1}{\beta_n} S[\nu_{\beta_n}] \leq m \quad \forall n
\]

Then \( \tilde{m} \leq m \). \( \square \)

Proof of Theorem 5: Remember that \( \nu_{\beta_n} \rightharpoonup \nu_\infty \), then

\[
\lim_{n \to \infty} \int A \, d\nu_{\beta_n} = \int A \, d\nu_\infty
\]

by lemma 7

\[
m = \lim_{n \to \infty} \int A \, d\nu_{\beta_n} + \frac{1}{\beta_n} S[\nu_{\beta_n}] \leq \int A \, d\nu_\infty.
\]

\( \square \)

4 Uniqueness of maximizing measures and Calibrated Sub-Actions

We want to remark here that for the results of this section we were inspired by the works of [Gom], [GLM] and [GL]. Hence, jointing all these ideas, we are able to prove that the sets of calibrated subactions (backward and forward), to be defined in the sequel, are unitary if the potential \( A \) is \( C^2 \), satisfy the twist property and is also generic in Mañé’s sense. The precise definitions will be given in what follows.

We repeat here the important definition of calibrated subactions:

**Definition 13.** (a) A continuous function \( u : [0, 1] \to \mathbb{R} \) is called a calibrated forward-subaction if, for any \( y \) we have

\[
u(y) = \max_x [A(x, y) + u(x) - m],
\]
(b) A continuous function \( u : [0, 1] \rightarrow \mathbb{R} \) is called a calibrated backward-subaction if, for any \( x \) we have
\[
    u(x) = \max_y [A(x, y) + u(y) - m], \tag{19}
\]

Note that \( V \) and \( \bar{V} \) defined in lemma 5 are, respectively, forward and backward calibrated subactions (remember that \( \bar{m} = m \) by lemma 7).

Let \( u \) be a calibrated backward-subaction, using the fact that \([0, 1]\) is compact, there exists \( y(x) \) (maybe not unique) such that
\[
    u(x) = A(x, y(x)) + u(y(x)) - m. \tag{20}
\]

**Proposition 5.** Let \( \nu \in \mathcal{M}_0 \) be any maximizing measure, and \( u \) be a calibrated backward-subaction. Then \( \nu \)-almost everywhere
\[
    u(x) = A(x, y(x)) + u(y(x)) - m.
\]

**Proof:** Note that \( u(x) \geq A(x, y) + u(y) - m \) for all \( y \in [0, 1] \), as \( \nu \in \mathcal{M}_0 \) then \( \int A \nu = m \), and as \( \int (u(x) - u(y)) \, d\nu = 0 \), the proposition follows. \( \square \)

**Definition 14.**
\[
    D^+ u(x) = \{ p \in \mathbb{R} \mid \limsup_{|v| \to 0} \frac{u(x+v) - u(x) - pv}{|v|} \leq 0 \}. \tag{21}
\]

The definition of \( D^- u(x) \) is similar. For the main properties of \( D^- u(x) \) and \( D^+ u(x) \) see [EvG], [Gom] and [Gom1].

**Lemma 8.** For any \( u \) calibrated backward-subaction , and \( (x, y(x)) \) satisfying equation (20), we have that
\[
    \begin{align*}
    D^- u(x) \neq \emptyset \quad & \forall x, \quad \text{and} \quad \frac{\partial A}{\partial x}(x, y(x)) \in D^- u(x) \\
    D^+ u(y(x)) \neq \emptyset \quad & \text{and} \quad -\frac{\partial A}{\partial y}(x, y(x)) \in D^+ u(y(x)).
    \end{align*}
\]

**Proof:** Fix \( (x, y(x)) \) satisfying equation (20), then for any \( w \in [0, 1] \) we have that
\[
    u(x + w) \geq A(x + w, y(x)) + u(y(x)) - m
\]
using equation 20, we see that
\[
    u(x + w) - u(x) - A(x + w, y(x)) + A(x, y(x)) \geq 0,
\]
then
\[
    \liminf_{|w| \to 0} \frac{u(x + w) - u(x) - (\frac{\partial A}{\partial x}(x, y(x)) \, w + r(w))}{|w|} \geq 0,
\]
hence $\frac{\partial A}{\partial x}(x, y(x)) \in D^- u(x)$.

Also for $(x, y(x))$ satisfying (20) and any $w \in [0, 1]$ we have

$$u(x) \geq A(x, y(x) + w) + u(y(x) + w) - m,$$

using equation (20), we get that

$$u(y(x) + w) - u(y(x)) + A(x, y(x) + w) - A(x, y(x)) \leq 0$$

then

$$\limsup_{|w| \to 0} \frac{u(y(x) + w) - u(y(x)) - (\frac{\partial A}{\partial y}(x, y(x)) w + r(w))}{|w|} \leq 0$$

hence $-\frac{\partial A}{\partial y}(x, y(x)) \in D^+ u(y(x))$.

□

Remember that $D^- u(w) \neq \emptyset$ and $D^+ u(w) \neq \emptyset$ implies that $u$ is differentiable at $w$.

**Lemma 9.** For any measure $\nu \in M$, we have that for almost every point $(x, y) \in \text{supp}(\nu)$, there exists $z$ such that $(z, x) \in \text{supp}(\nu)$.

**Proof:** Define the set

$$R = \{(x, y) \in \text{supp}(\nu) : x \neq w, \ \forall (z, w) \in \text{supp}(\nu)\}$$

Suppose, by contradiction, that $\nu(R) = \epsilon > 0$.

Let $\pi_j : [0, 1]^2 \to [0, 1]$ be the projection on the $j$-th coordinate.

Let $\nu_2$ be the measure on the Borel sets of $[0, 1]$ given by $\nu_2(B) = \nu(\pi_2^{-1}(B))$, where $B$ is any Borel set in $[0, 1]$.

Consider $R_1 = \pi_1(R)$. We have

$$R_1 = \{x \in \pi_1(\text{supp}(\nu)) : x \neq w \ \forall (z, w) \in \text{supp}(\nu)\}.$$ 

We claim that

$$\nu_2(R_1) = \int_{\text{supp}(\nu)} \chi_{R_1}(y) d\nu_{\infty}(x, y) = 0.$$ 

Indeed, the first equality is immediate. To prove the second equality, take $(x, y) \in \text{supp}(\nu)$. We have two possibilities: If $y \notin \pi_1(\text{supp}(\nu))$, then $y \notin R_1$. And if $y \in \pi_1(\text{supp}(\nu))$ we have $(x, y) \in \text{supp}(\nu)$ and then $y \notin R_1$. This shows the claim.

By the other hand, note that $\pi_1^{-1}(R_1) \cap \text{supp}(\nu) = R$, and thus

$$\int_{\text{supp}(\nu)} \chi_{R_1}(x) d\nu(x, y) = \int_{\text{supp}(\nu)} \chi_{\pi_1^{-1}(R_1)}(x, y) d\nu(x, y) = \nu(R) = \epsilon.$$
Now let $U$ be an open set of $[0,1]$ which contains $R_1$ and such that $\nu_2(U) < \nu_2(R_1) + \epsilon/2 = \epsilon/2$. Consider a sequence of continuous function $f_j$ such that $f_j \uparrow \chi_U$. Using the monotonous convergence theorem and $\nu \in \mathcal{M}$, we have:

$$\epsilon/2 > \nu_2(U) = \int \chi_U(y)d\nu(x,y) = \lim_j \int f_j(y)d\nu(x,y) = \lim_j \int f_j(x)d\nu(x,y) = \int \chi_U(x)d\nu(x,y) \geq \int \chi_{R_1}(x)d\nu(x,y) = \epsilon$$

which is a contradiction. □

**Theorem 6.** Let $\nu \in \mathcal{M}_0$ be any maximizing measure. If the observable $A$ is $C^2$, and $\frac{\partial^2 A}{\partial x \partial y} > 0$, then the measure $\nu$ is supported on a graph.

**Proof:** Let $u$ be any calibrated backward-subaction. Note that, for any fixed $p$ and $x$, the equation $p = \frac{\partial A}{\partial x}(x,y)$ has a unique solution $y(x,p)$ because $\frac{\partial^2 A}{\partial x \partial y} > 0$.

Take $(x_0, y_0) \in \text{supp}(\nu)$, then $(x_0, y_0)$ satisfies equation (20). By lemma 9 there exists $z_0$ such that $(z_0, x_0) \in \text{supp}(\nu)$, it means that $x_0 = y(z_0)$, and thus we can apply lemma in order 8 to obtain that $u$ is differentiable in $x_0$. Hence

$$Du(x_0) = \frac{\partial A}{\partial x}(x_0, y_0)$$

and then $y_0$ in the equation above is uniquely defined. □

**Lemma 10.** If the observable $A$ is $C^2$, and $\frac{\partial^2 A}{\partial x \partial y} > 0$, then $\cup_{\nu \in \mathcal{M}_0} \text{supp}(\nu)$ is contained in a graph.

**Proof:** Let $\nu_1$ and $\nu_2$ be two maximizing measures. Suppose there exists $x \in \pi_1(\text{supp}(\nu_1)) \cap \pi_1(\text{supp}(\nu_2))$. Let $y_1$ and $y_2$ be the (unique) points such that $(x, y_1) \in \text{supp}(\nu_1)$ and $(x, y_2) \in \text{supp}(\nu_2)$, and let $u$ be a calibrated backward-subaction. By proposition 5, we have

$$u(x) = A(x, y_1) + u(y_1) - m \quad \text{and} \quad u(x) = A(x, y_2) + u(y_2) - m.$$  

Following the proof of theorem 6, we get that $y_1 = y_2$. □

**Definition 15.** Given $k$ and $x, y \in [0,1]$, we will call a $k$-path beginning in $x$ and ending at $y$ an ordered sequence of points

$$(x_1, \ldots, x_k) \in [0,1] \times \ldots \times [0,1]$$

satisfying $x_1 = x$, $x_k = y$. 


We will denote by $P_k(x,y)$ the set of such $k$-paths.

**Remark:** 1) Here we shall note that this results can not be a particular case of the results obtain in [Gom], [GLM] for the theory of Aubry-Mather, because in A-M theory a Lagrangian $L: [0, 1] \times \mathbb{R} \to \mathbb{R}$, satisfy the hypothesis that $L(x, v) \to +\infty$ when $|v| \to \infty$.

2) A path in A-M theory (see [GLM]) is an orderer sequence of points $(x_0, ..., x_k) \in \mathbb{R}^N \times ... \times \mathbb{R}^N$, and such that for each $x_j$ we associate a velocity $v_j = x_{j+1} - x_j$, $0 \leq j < k$, hence with those pair $(x_j, v_j)$ we are able to calculate the action of the path $(x_0, ..., x_k)$. While here there is no velocity and only the points of the path are used to calculate the action of the path.

**Definition 16.** A point $x \in [0, 1]$ is called non-wandering with respect to $A$ if, for each $\epsilon > 0$, there exists $k \geq 1$ and a $k$-path $(x_1, ..., x_k)$ in $P_k(x, x)$ such that

$$\sum_{i=1}^{k-1} |A - m|(x_i, x_{i+1}) < \epsilon.$$ 

We will denote by $\Omega(A)$ the set of non-wandering points with respect to $A$.

**Lemma 11.** Suppose that the observable $A$ is $C^2$, and $\frac{\partial^2 A}{\partial x \partial y} > 0$. Let $\nu \in \mathcal{M}_0$ be any maximizing measure, then $\pi_1(\text{supp}(\nu)) \subset \Omega(A)$.

**Proof:** Let $u$ be a backward calibrated subaction and $Y : \text{dom}(Du) \to [0, 1]$, where $\text{dom}(Du)$ are the differentiable points of $u$, the map defined by $Y(x) = y$, where $y$ is the unique point such that $(x, y)$ satisfies (20). As we will see in the proposition 12, this map is monotonous, hence we can define a measurable map $Y : [0, 1] \to [0, 1]$, as taking the limit in the left. Note that $\nu_\infty \circ \pi^{-1}_1$-a.e. $\pi_1(\text{supp}(\nu_\infty)) \subset \text{dom}(Du)$.

Let us see that $\nu_\infty \circ \pi^{-1}_1$ is an invariant measure for $Y$. Indeed, for $f \in C^0(\Omega(A))$, we have that:

$$\int f \circ Y(x) \, d\nu_\infty \circ \pi^{-1}_1(x) = \int f \circ Y(x) \, d\nu_\infty(x, y) = \int f(y) \, d\nu_\infty(x, y) = \int f(x) \, d\nu_\infty(x, y) = \int f(x) \, d\nu_\infty \circ \pi^{-1}_1(x).$$

Take $(x, y) \in \text{supp}(\nu_\infty)$ and $B$ a ball centered in $x$, as $\text{supp}\nu_\infty$ is contained in a graph, $\nu_\infty \circ \pi^{-1}_1(B) > 0$. Hence, by Poincaré recurrence theorem, there exists $x_1 \in B \cap \text{dom}(Du)$ such that $Y^j(x_1) =: x_{j+1}$ return infinitely often to $B$. Note that the points $x_j$ satisfy the following equation:

$$u(x_j) - u(x_{j+1}) = A(x_j, x_{j+1}) - m$$

because, by lemma 8, $u$ is differentiable in each $x_j$ and then there exists only one $y(x_j)$ (that coincides with $x_{j+1}$) which satisfies the equation (20).
We fix $\epsilon > 0$ and $x_j \in B$, we can construct the following path: $(\tilde{x}_1, \ldots, \tilde{x}_j) = (x, x_2, \ldots, x_{j-1}, x)$, and we have that

$$
\sum_{i=1}^{j-1} A(\tilde{x}_i, \tilde{x}_{i+1}) = u(x_1) - u(x_j) + A(x_1, x_2) - A(x_{j-1}, x_j) - A(x_{j-1}, x_j) \leq \epsilon
$$

if $B$ is small enough, because $u$ is Lipschitz (as $A$ is $C^2$).

**Definition 17.** We call Mañé potential the function $S : [0, 1] \times [0, 1] \to \mathbb{R}$ defined by

$$
S(x, y) = \inf_k S_k(x, y),
$$

And Peierls barrier the function $h : [0, 1] \times [0, 1] \to \mathbb{R} \cup \{+\infty\}$ defined by

$$
h(x, y) = \liminf_{k \to \infty} S_k(x, y),
$$

where

$$
S_k(x, y) = \inf_{(x_1, \ldots, x_k) \in P_k(x, y)} \left[ -\sum_{i=1}^{k-1} (A - m)(x_i, x_{i+1}) \right].
$$

It is easy to see that

$$
\Omega(A) = \{ x \in [0, 1] : S(x, x) = h(x, x) = 0 \}
$$

The functions $S$ and $h$ have following properties

(a) if $x, y, z \in [0, 1]$ then $S(x, z) \leq S(x, y) + S(y, z)$.

(b) $S(\cdot, y)$ is a forward-subaction and $S(x, \cdot)$ is a backward-subaction.

(c) $h(\cdot, y)$ is a calibrated forward-subaction and $h(x, \cdot)$ is a calibrated backward-subaction.

We want to prove, under the condition that $A$ is generic in Mañé sense, that $V$ and $\overline{V}$ are unique (up to a constant).

**Definition 18.** We will said that $A$ is generic in Mañé sense if $\mathcal{M}_0(A) = \{ \nu \}$ and $\pi_1(supp(\nu)) = \Omega(A)$.

We want to prove that, when $A$ is generic in the Mañé sense, then the functions $V$ and $\overline{V}$ are unique. To do that first we show that generically the maximizing measure is unique, as we will se in the following proposition.

**Proposition 6.** Suppose that the observable $A$ is $C^2$, and $\frac{\partial^2 A}{\partial x \partial y} > 0$. Then the set

$$
G_2 = \{ f \in C^2([0, 1]) \mid \mathcal{M}_0(A + f) = \{ \nu \} \text{ and } \pi_1(supp(\nu)) = \Omega(A + f) \}
$$

is generic in $C^2([0, 1])$. 

We will use a result of [BC] in order to prove the proposition. First we will show that
\[ G_1 = \{ f \in C^2([0,1]) \mid \mathcal{M}_0(A + f) = \{ \nu \} \} \] (21)
is generic.

**Remark**: We point out that if one considers above, in the definition of \( G_2 \), potentials of the form \( A(x,y) + l x \), where \( l \) is constant, instead of \( A(x,y) + f(x) \), the same result is true for a generic \( l \in \mathbb{R} \). This new statement is natural (and means something interesting) once it’s common to consider a magnetization as a function of this form. In this way, for example, considering fixed the term \( \frac{1}{2}(x-y)^2 \), for a dense set of \( l \in \mathbb{R} \), we have that the zero-temperature state for \( A(x,y) = \frac{1}{2}(x-y)^2 + l x \) is unique.

Let us fix some notation: \( C \) is the set of continuous functions in \([0,1]^2\), \( F = C^* \) the vector space of continuous functionals \( \nu : C \to \mathbb{R} \), \( E = C^2([0,1]) \) provided with the \( C^2 \) topology, and \( G \) is the vector space of finite Borel signed measures on \([0,1] \). \( K \subset G \) is the set of Borel probability measure on \([0,1] \), and note that \( \mathcal{M} \subset F \). We denote by \( F_A : \mathcal{M} \to \mathbb{R} \) the linear functional defined by \( F_A(\nu) = \int A d\nu \). Note that \( \mathcal{M}_0(A) \) is the set of points of \( \nu \in \mathcal{M} \) which maximize \( F_A \vert_{\mathcal{M}} \), finally let \( \pi : F \to G \) be the projection induced by \( \pi_1 : [0,1]^2 \to [0,1] \).

**Lemma 12.** There exists a residual subset \( \mathcal{O} \subset E \) such that, for all \( f \in \mathcal{O} \), we have that
\[ \#(\pi(\mathcal{M}_0(A + f))) = 1. \]

**Proof**: We just note that \( F_A \) is a affine subspace of dimension 0 of \( \mathcal{M}^* \), then the proposition follows by theorem 5 of [BC]. \( \square \)

Note that in order to have (21), we need to prove that \( \#(\mathcal{M}_0(A+f)) = 1 \).

**Lemma 13.** If the observable \( A \) is \( C^2 \), and \( \frac{\partial^2 A}{\partial x \partial y} > 0 \), then we have \( \#(\mathcal{M}_0(A)) = \#(\pi(\mathcal{M}_0(A))) \)

**Proof**: By lemma 10 we know that the restriction to \( \cup_{\nu \in \mathcal{M}} \text{supp(\nu)} \) of the projection \([0,1]^2 \to [0,1] \) is a injective map. Hence the linear map \( \pi : \mathcal{M}_0(A) \to G \) is injective, and \( \#(\pi(\mathcal{M}_0(A))) = \#(\mathcal{M}_0(A)). \) \( \square \)

**Proof of proposition 6**: Note that by lemmas 12, and 13 we have that the set \( G_1 \) given in (21) is generic.

Let \( f_0 \in G_1 \), and \( f_1 \in C^2([0,1]) \) such that \( f_1 \geq 0 \) and \( \{ x; f_1(x) = 0 \} = \pi_1(\text{supp}(\nu)). \) Then \( \pi_1(\text{supp(\nu)}) \subset \Omega(A + f_0 + f_1). \)

Claim: If \( x_1 \notin \pi_1(\text{supp}(\nu)) \) then \( x_1 \notin \Omega(A + f_0 + f_1). \)
Indeed, \( f_1(x_1) > 0 \), and

\[
h(A + f_0 + f_1)(x_1, x_1) = \liminf_{k \to \infty} \left( \inf_{P_k(x_1, x_1)} \sum_{i=1}^{k-1} (A + f_0 + f_1)(x_i, x_{i+1}) \right) \geq 
\]

\[
\liminf_{k \to \infty} \left( \inf_{P_k(x_1, x_1)} \sum_{i=1}^{k-1} (A + f_0 + -m)(x_i, x_{i+1}) + f_1(x_1) \right) = 
\]

\[
h(A + f_0)(x_1, x_1) + f_1(x_1) > 0.
\]

Hence \( \pi_1(\text{supp}(\nu)) = \Omega(A + f_0 + f_1). \quad \square \)

**Remark**: We point out that if one consider the corresponding maximization problem among stationary Markov probabilities, that is, probabilities on the paths on \([0, 1]^N\), then, under the same hypothesis, we also get the same result. That is, the maximizing probability is unique. For the corresponding problem considering invariant probabilities for the shift, there is no uniqueness.

**Proposition 7.** If \( u \) is a calibrated backward-subaction, then for any \( x \) we have

\[
u(x) = \sup_{p \in \Omega(A)} \left\{ u(p) - h(p, x) \right\}.
\]

**Proof**: For \( (x_1, ..., x_k) \in P_k(x, \bar{x}), \) we have

\[
u(x_i) - \nu(x_{i+1}) \geq A(x_i, x_{i+1}) - m
\]

and

\[
u(x_k) - \nu(x_1) \leq - \sum_{i=1}^{k-1} A(x_i, x_{i+1}) - m
\]

hence \( \nu(\bar{x}) - \nu(x) \leq h(x, \bar{x}), \therefore \)

\[
u(x) \geq \sup_{p \in \Omega(A)} \left\{ u(p) - h(x, p) \right\}.
\]

Now we show the another inequality. We denote by \( x_1 = x \), as \( u \) is a backward calibrated subaction, there exists \( x_2 \) such that \( u(x_1) = u(x_2) + A(x_1, x_2) - m \), recursively we can construct \( (x_1, x_2, ..., x_n, ...) \) such that \( u(x_n) = u(x_{n+1}) + A(x_n, x_{n+1}) - m \).

Let \( p \) be an accumulation point of the sequence \( \{x_n\} \), we claim that \( p \in \Omega(A) \). Indeed, if \( x_{n_j} \to p \), fix \( j > i \), we construct \( \tilde{x}_1, ..., \tilde{x}_{n_j-n_i} = (p, x_{n_i+1}, ..., x_{n_j-1}, p) \) and hence
\[
\sum_{i=1}^{n_j-n_i+1} (A - m)(\tilde{x}_i, \tilde{x}_{i+1}) = \sum_{k=n_i}^{n_j-1} (A - m)(x_k, x_{k+1}) + A(p, x_{n_i+1}) - A(x_{n_i}, x_{n_i+1}) + A(x_{n_{j-1}}, p) - A(x_{n_{j-1}}, x_{n_j})
\]

\[
= u(x_{n_j}) - u(x_{n_i}) + A(p, x_{n_i+1}) - A(x_{n_i}, x_{n_i+1}) + A(x_{n_{j-1}}, p) - A(x_{n_{j-1}}, x_{n_j})
\]

Then for \( \epsilon > 0 \) fixed and \( i \) large enough we have that

\[
\left| \sum_{i=1}^{n_j-n_i+1} (A - m)(\tilde{x}_i, \tilde{x}_{i+1}) \right| \leq \epsilon
\]

therefore \( p \in \Omega(A) \).

Now take \((\tilde{x}_1, ..., \tilde{x}_{n_j}) = (x_1, x_2, ..., x_{n_j-1}, p)\) then

\[
- \sum_{i=1}^{n_j-1} (A - m)(\tilde{x}_i, \tilde{x}_{i+1}) + u(x) - u(p)
\]

\[
= - \sum_{i=1}^{n_j-1} (A - m)(x_i, x_{i+1}) + A(x_{n_j-1}, x_{n_j}) - A(x_{n_j-1}, p) + u(x) - u(p)
\]

\[
= u(x_{n_j}) - u(p) + A(x_{n_j-1}, x_{n_j}) - A(x_{n_j-1}, p)
\]

given \( k > 0 \) there exists \( n_k \) such that

\[
- \sum_{i=1}^{n_k-1} (A - m)(\tilde{x}_i, \tilde{x}_{i+1}) \leq u(p) - u(x) + \frac{1}{k}
\]

making \( k \to \infty \) we obtain \( h(x, p) \leq u(p) - u(x) \) then

\[
u(x) = \sup_{p \in \Omega(A)} \{ u(p) - h(x, p) \}.
\]

\( \square \)

**Proposition 8.** There exists a bijective correspondence between the set of calibrated backward-subactions and the set of functions \( f \in C^0(\Omega(A)) \) satisfying \( f(y) - f(x) \leq h(x, y) \), for all points \( x, y \) in \( \Omega(A) \).

The proof of this proposition is similar to the proof of the theorem 13 in [GL].

Now suppose that \( A \) has a unique maximizing measure \( \nu_\infty \) and also that \( \pi_1(\text{supp}(\nu_\infty)) = \Omega(A) \). Using the monotonicity argument of proposition 10
bellow, one can define a measurable map $Y : \Omega(A) \to \Omega(A)$. Indeed, when $x$ is such that there is unique $y$ satisfying $(x, y) \in \text{supp}(\nu_\infty)$, then $y = Y(x)$. In the other case, we define $Y$ via the limit coming from the left side. Thus $(x, y) \in \text{supp}(\nu_\infty) \iff y = Y(x)$.

**Lemma 14.** If $A$ is generic in the Mañé sense, then the measure $\nu_\infty \circ \pi_1^{-1}$ is an invariant ergodic measure for $Y$.

**Proof:** First we prove the invariance: Let $f \in C^0(\Omega(A))$. We have:

$$\int f \circ Y(x) \, d\nu_\infty \circ \pi_1^{-1}(x) = \int f \circ Y(x) \, d\nu_\infty(x, y) = \int f(y) \, d\nu_\infty(x, y) = \int f(x) \, d\nu_\infty \circ \pi_1^{-1}(x).$$

Now we will prove that $Y$ is uniquely ergodic: Let $\eta$ be a measure in the Borel sets of $\Omega(A)$ which is invariant for $Y$. If we define, for each Borel set $A$ of $[0, 1]^2$, $\nu(A) = \eta(\pi_1(A \cap \text{supp}(\nu_\infty)))$, we have that $\nu$ is a measure probability in $[0, 1]^2$ such that

1. $\text{supp}(\nu) \subset \text{supp}(\nu_\infty)$
2. $\pi_1(\nu) = \eta$.
3. $\nu \in \mathcal{M}$.

In order to prove (3), consider $f \in C([0, 1])$. We have

$$\int f(y) \, d\nu(x, y) = \int f(Y(x)) \, d\nu(x, y) = \int f(Y(x)) \, d\nu(x) =$$

$$= \int f(x) \, d\nu(x) = \int f(x) \, d\nu(x, y),$$

where we used, in sequence: (1); (2); $\eta$ is $Y$-invariant; (2).

Note that for any calibrated backward-subaction $u$ we have

$$\int A(x, y) \, d\nu(x, y) = \int (u(x) - u(y) + m) \, d\nu(x, y) = m,$$

where in the second equality we used (1) and proposition 5, and, in the third equality we used (3). Thus we have that $\nu$ is a maximizing measure, and by uniqueness $\nu = \nu_\infty$. This implies $\eta = \pi_1(\nu_\infty)$, which shows that there exists an unique invariant measure for $Y$, which is an ergodic measure. \hfill \Box

**Proposition 9.** If $\nu \circ \pi_1^{-1}$ is an ergodic measure in $[0, 1]$, and $u, u'$ are two calibrated backward-subactions for $A$, then $u - u'$ is constant in $\pi_1(\text{supp}(\nu))$.

For the proof of this proposition see theorem 17 of [GL].

**Theorem 7.** If $A$ is generic in the Mañé sense, then the set of calibrated backward-subactions is unitary.
**Proof:** By the hypothesis \( \nu_\infty \) is the unique maximizing measure, hence \( \nu_\infty \circ \pi_1^{-1} \) is ergodic, and \( \pi_1(\text{supp}(\nu_\infty)) = \Omega(A) \).

Let \( f, f' : \Omega(A) \to \mathbb{R} \) continuous functions satisfying the hypothesis of proposition 8, then using this proposition we can get two calibrated subactions \( u_f, u_{f'} \) such that \( f - f' = u_f - u_{f'} \) in \( \Omega(A) \), hence by proposition 9 \( u_f - u_{f'} \) is constant in \( \Omega(A) \), and again, from proposition 8, we show that the set of calibrated backward-subactions is unitary. \( \square \)

This proves that \( \bar{V} \) is unique, to prove that \( V \) is unique the arguments are very similar.

---

5 The Shift in the Bernoulli Space \([0, 1]^N\), and a Large Deviation Principle

Let us come back to the maximization problem in \( \mathcal{M}_0 \)

\[
\max_{\mu \in \mathcal{M}_0} \left\{ \int A d\mu \right\}.
\]

(22)

The following proposition allow us to conclude that, generically in Mañé’s sense, all such maximizing measures, after projection in the first two coordinates, are unique.

**Proposition 10.** Suppose that \( \nu_\infty \) is a maximizing measure in \( \mathcal{M} \).

(i) If \( A \) has an unique maximizing measure in \( \mathcal{M} \), then any maximizing measure in \( \mathcal{M}_0 \) is projected by \( \Pi \) in \( \nu_\infty \), where \( \Pi : [0, 1]^N \to [0, 1]^2 \) is the projection in the first two coordinates.

(ii) \( \nu_\infty \) can be extended to a maximizing measure \( \mu_\infty \in \mathcal{M}_0 \) which is an stationary Markov measure.

(iii) If \( \nu_\beta \) is the family of measures given by (17), then this measures can be extended to absolutely continuous Markov measures \( \mu_\beta \), this sequence of measures weakly converge to the maximizing measure \( \mu_\infty \).

**Proof:** The item (i) follows by items (b) and (c) of the proposition 1 and by proposition 6, the item (ii) follows by the item (a) of the proposition 1, and (iii) is a consequence of the remark after the proof of the proposition 1. \( \square \)

From now on, until the end of this section, we will suppose that the maximizing measure \( \nu_\infty \), and the functions \( V \) and \( \bar{V} \) are unique. This is a generic property in Mañé sense.

Thus, for the maximization problem in the Bernoulli shift, we have shown the existence of a maximizing measure \( \mu_\infty \) which can be approximated by
Negative Entropy, Zero temperature and Markov chains on the interval

absolutely continuous stationary Markov measures \( \mu_\beta \), which were explicitly calculated.

Now we will show a Large Deviation Principle for the family of measures \( \{ \mu_\beta \} \). We also exhibit a Large Deviation Principle for the bidimensional measures \( \nu_\beta \) which, by the earlier sections, converge to \( \nu_\infty \).

**Lemma 15.** Suppose \( k \geq 2 \). Let \( F_k : [0, 1]^k \to \mathbb{R} \) be the function given by

\[
F_k(x_1, \ldots, x_k) := \max(V + \bar{V}) - V(x_1) - \bar{V}(x_k) - \sum_{i=1}^{k-1} (A - m)(x_i, x_{i+1}).
\]

Let \( D_k = A_1 \ldots A_k \) be a cylinder of size \( k \). Then, there exists the limit

\[
\lim_{\beta \to \infty} \frac{1}{\beta} \log \mu_\beta(D_k) = -\inf_{(x_1, \ldots, x_k) \in D_k} F_k(x_1, \ldots, x_k).
\]

**Proof:** Let us define

\[
f_{k,\beta}(x_1, \ldots, x_k) := \frac{1}{\beta} \log \pi_\beta + \frac{k-1}{\beta} \log \lambda_\beta - \sum_{i=1}^{k-1} A(x_i, x_{i+1}) - \frac{1}{\beta} \log \varphi_\beta(x_1) - \frac{1}{\beta} \log \bar{\varphi}_\beta(x_k).
\]

We have that \( f_{k,\beta} \to F_k \) uniformly when \( \beta \to \infty \). This is a consequence of the uniqueness of \( V \) and \( \bar{V} \).

We begin by proving the

**Claim**: Let \( C_k = A_1 \ldots A_k \) be a cylinder of size \( k \). We have

\[
\limsup_{\beta \to \infty} \frac{1}{\beta} \log \mu_\beta(C_k) \leq -\inf_{(x_1, \ldots, x_k) \in C_k} F_k(x_1, \ldots, x_k).
\]

To prove the **Claim**, note that we have

\[
\mu_\beta(C_k) = \int_{A_1} \ldots \int_{A_k} \frac{\varphi_\beta(x_1) \bar{\varphi}_\beta(x_1)}{\pi_\beta} \frac{e^{\beta A(x_1, x_2)} \varphi_\beta(x_2)}{\varphi_\beta(x_1) \lambda_\beta} \ldots \frac{e^{\beta A(x_{k-1}, x_k)} \bar{\varphi}_\beta(x_k)}{\bar{\varphi}_\beta(x_{k-1}) \lambda_\beta} \, dx_1 \ldots dx_k =
\]

\[
= \int_{A_1} \ldots \int_{A_k} e^{-\beta f_{k,\beta}(x_1, \ldots, x_k)} \, dx_1 \ldots dx_k \leq e^{-\beta \inf_{C_k} f_{k,\beta}(x_1, \ldots, x_k)} |C_k|,
\]

where \( |C_k| \) denotes the Lebesgue measure of \( C_k \). Hence

\[
\frac{1}{\beta} \log \mu_\beta(C_k) \leq -\inf_{C_k} f_{k,\beta}(x_1, \ldots, x_k) + \frac{1}{\beta} \log |C_k|,
\]

and then, by the uniform convergence, we have:

\[
\limsup_{\beta \to \infty} \frac{1}{\beta} \log \mu_\beta(C_k) \leq -\inf_{C_k} F_k(x_1, \ldots, x_k),
\]
which finishes the proof of the Claim.

Now we will prove the lemma: if we fix $\delta > 0$, using the continuity of $F_k$ we can find a point $(x_1, ..., x_k) \in D_k^0$ (the interior of $D_k$) such that
\[
\inf_{D_k} F_k \leq F_k(x_1, ..., x_k) < \inf_{D_k} F_k + \delta.
\] (24)

Now, let $D_\delta$ be a cylinder of size $k$, such that $(x_1, ..., x_k) \in D_\delta \subset D_k^0$, and
\[
\inf_{D_k} F_k \leq F_k(y_1, ..., y_k) < \inf_{D_\delta} F_k + 2\delta \quad \forall (y_1, ..., y_k) \in D_\delta.
\] (25)

We have that
\[
\mu_\beta(D_k) \geq \mu_\beta(D_\delta) \geq e^{-\beta \sup_{D_\delta} F_k(y_1, ..., y_k)|D_\delta|},
\]
where the last inequality comes from (23). Now we use again the uniform convergence of $f_{k,\beta}$ to $F_k$ in order to get
\[
\liminf_{\beta \to \infty} \frac{1}{\beta} \log \mu_\beta(D_k) \geq -\sup_{D_\delta} F_k.
\]

By (25), we get
\[
\liminf_{\beta \to \infty} \frac{1}{\beta} \log \mu_\beta(D_k) \geq -\inf_{D_k} F_k - 2\delta
\] (26)

Sending $\delta \to 0$, and using the Claim, we finish the proof of the lemma. □

Note that if we set $k = 2$ above, we get a LDP for the family $\nu_\beta \to \nu_\infty$.

**Theorem 8.** Let $I : [0, 1]^N \to [0, +\infty]$ be the function defined by
\[
I(x) := \sum_{i \geq 1} V(x_{i+1}) - V(x_i) - (A - m)(x_i, x_{i+1}) + \bar{V}(x_1 + \bar{V}(x_N) - N - 1 \sum_{i=1}^{N-1} (A - m)(z_i, z_{i+1})).
\]

Let $D = A_1 \ldots A_k$ be a cylinder of any size $k$. Then, there exists the limit
\[
\lim_{\beta \to \infty} \frac{1}{\beta} \log \mu_\beta(D) = -\inf_{x \in D} I(x).
\]

Note that lemma 5 show us that $I(x)$ is well defined (the sequence of partial sums of the series which define $I(x)$ is a non-decreasing sequence, for each $x$).

In order to prove Theorem 8 we will need some new results and definitions.

For each $N \geq 2$, let us extend the function $F_N$ to the space $[0, 1]^N$:
\[
F_N(z) := F_N(z_1, ..., z_n) = \sup(V + \bar{V}) - V(z_1) - \bar{V}(z_N) - \sum_{i=1}^{N-1} (A - m)(z_i, z_{i+1}) + \bar{V}(x_1 + \bar{V}(x_N) - N - 1 \sum_{i=1}^{N-1} (A - m)(z_i, z_{i+1})).
\]
Lemma 16. \( \forall z \in [0, 1]^N \), we have
\[
F_N(z) \geq \max(V + \tilde{V}) - (V(z_1) + \tilde{V}(z_1)) \geq 0.
\]

Proof: By lemma 5
\[
\tilde{V}(x) - \tilde{V}(y) \geq A(x, y) - m, \ \forall x, y,
\]
then
\[
- \sum_{i=1}^{N-1} (A - m)(z_i, z_{i+1}) \geq \tilde{V}(z_N) - \tilde{V}(z_1).
\]
Hence, by definition of \( F_N \)
\[
F_N(z) \geq \max(V + \tilde{V}) - (V(z_1) + \tilde{V}(z_1)).
\]
\[\Box\]

Lemma 17. (a) for a fixed \( x \in [0, 1]^N \), we have that
\[
V(x_k) + \sum_{i=1}^{k-1} (A - m)(x_i, x_{i+1}) + \tilde{V}(x_k)
\]
is decreasing with respect to \( k \).

(b) If \( I(x) < +\infty \), then there exists the limit
\[
L(x) = \lim_{k \to +\infty} V(\sigma^k(x)) + \tilde{V}(\sigma^k(x)).
\]

Proof: (a) This follows from lemma 5 (remember that \( \bar{m} = m \)).

(b) We have
\[
I(x) = \sum_{i \geq 1} V(x_{i+1}) - V(x_i) - (A - m)(x_i, x_{i+1}) =
\]
\[
= \lim_{k \to +\infty} V(x_k) + \tilde{V}(x_k) - \lim_{k \to +\infty} \left( V(x_1) + \sum_{i=1}^{k-1} (A - m)(x_i, x_{i+1}) + \tilde{V}(x_k) \right)
\]
\[\text{(27)}\]
Hence, if \( I(x) < +\infty \), it follows, thanks to item (a), that \( V(x_k) + \tilde{V}(x_k) = V(\sigma^k(x)) + \tilde{V}(\sigma^k(x)) \) must converge.
\[\Box\]
Lemma 18. Suppose $I(x) < +\infty$. Then, if we define, for each $M \in \mathbb{N}$, the probability measure
\[
\mu_M = \frac{1}{M} \sum_{j=1}^{M-1} \delta_{\sigma^j(x)},
\]
we have that $\Pi(\mu_M) \to \nu_\infty$ in the weak-$\star$ topology (where $\Pi$ is the projection in the two first coordinates).

Proof: Given $\epsilon > 0$, there exists $N_\epsilon \in \mathbb{N}$ such that, for all $N \geq N_\epsilon$, and all $M > N$,
\[
\sum_{i=N}^{M-1} V(x_{i+1}) - V(x_i) - (A-m)(x_i, x_{i+1}) < \epsilon.
\]
Thus
\[
V(x_M) - V(x_N) + (M-N)m < \sum_{i=N}^{M-1} A(\sigma^i(x)) + \epsilon,
\]
and
\[
\frac{1}{M-N} \sum_{i=N}^{M-1} A(\sigma^i(x)) > m + \frac{V(x_M) - V(x_N)}{M-N} - \frac{\epsilon}{M-N},
\]
and then we get that
\[
\liminf_{M \to +\infty} \frac{1}{M} \sum_{i=1}^{M-1} A(\sigma^i(x)) \geq m.
\]
Now we remember that
\[
\frac{1}{M} \sum_{i=1}^{M-1} A(\sigma^i(x)) = \int Ad\mu_M \leq m,
\]
and finally we get
\[
\lim_{M \to +\infty} \int Ad\mu_M = \lim_{M \to +\infty} \frac{1}{M} \sum_{i=1}^{M-1} A(\sigma^i(x)) = m.
\]
If we use the compactness of the closed ball of radius 1 in the weak-$\star$ topology, we get that $\{\mu_M\}$ has convergent subsequences. Any limit of a convergent subsequence is a stationary measure (a $\sigma$-invariant measure) and must be a maximizing measure, by the last equality. As any maximizing measure is projected in $\mu_\infty$ by $\Pi$, we get the lemma. \(\square\)

Proposition 11. If $I(x) < +\infty$, then
\[
\lim_{k \to +\infty} V(\sigma^k(x)) + \bar{V}(\sigma^k(x)) = \max(V + \bar{V}).
\]
Proof: Let \( z = (z_1, z_2, z_3, ...) \in \text{supp}(\mu_\infty) \). We have that \((z_1, z_2) \in \text{supp}(\nu_\infty) \). Thus, by lemma 18 there exists a sub-sequence such that \( \Pi(\sigma^k(x)) \to (z_1, z_2) \).

Fix \( \epsilon > 0 \). Let \( B_{ki,\epsilon}(x) := \{ y \in \left[0, 1\right]^N : |y_j - x_{j+k}| \leq \epsilon, \forall 1 \leq j \leq 2 \} \) be the closed cylinder of size 2 'centered' at \( \sigma^k(x) \).

If \( l \) is big enough, we have that \( B_{ki,\epsilon}(x) \subset \{ y \in \left[0, 1\right]^N : |y_j - z_j| \leq 2\epsilon, \forall 1 \leq j \leq 2 \} \).

Note that \( \mu_\infty(B_{ki,\epsilon}(x)) = \nu_\infty(B_{ki,\epsilon}(x)) > 0 \), and thus using Lemma 15 with \( k = 2 \), it follows that there exists a point \( (z_1, z_2, z_3, z_4, ...) \in B_{ki,\epsilon}(x) \), such that \( F_2((z_1, z_2, z_3, z_4, ...)) = 0 \).

Then, we can use the fact that \( F_2 \) depends only on its first 2 coordinates in order to obtain that \( F_2(w_\epsilon) = 0 \), where \( w_\epsilon = (z_1, z_2, z_3, z_4, ...) \) is defined by the point of \([0, 1]^N\) whose first 2 coordinates are equal to those of \( z \), while the other coordinates are equal to those of \( z \).

Now, if we send \( \epsilon \to 0 \), we have that \( w_\epsilon \to z \). Thus we can use the continuity of \( F_N \) to get that \( F_2(z) = 0 \).

Using again the continuity of \( F_2 \), we have that \( F_2(\sigma^k(x)) \to 0 \).

Lemma 16 shows that

\[
\lim_{l \to +\infty} V(\sigma^k(x)) + \bar{V}(\sigma^k(x)) = \max(V + \bar{V}),
\]

and finally using Lemma 17(b) we prove proposition 11.

\( \square \)

Proof of theorem 8: First we need to prove the following claim.

Claim:

\[
I(x) = \max(V + \bar{V}) - \lim_{k \to \infty} \left( V(x_1) + \sum_{i=1}^{k-1} (A - m)(x_i, x_{i+1}) + \bar{V}(x_k) \right).
\]

In order to prove the Claim, we have to consider two possibilities: if \( I(x) < +\infty \), then (27) can be combined with proposition 11 to give the Claim. If \( I(x) = +\infty \), we just have to use the expression

\[
I(x) = \lim_{k \to \infty} \left( V(x_k) - V(x_1) - \sum_{i=1}^{k-1} (A - m)(x_i, x_{i+1}) \right).
\]

Thanks to Lemma 15, we just have to show that

\[
- \inf_{(x_1, \ldots, x_k) \in D} F_k(x_1, \ldots, x_k) = - \inf_{x \in D} I(x).
\]
We begin by proving that
\[ -\inf_{(x_1, \ldots, x_k) \in D} F_k(x_1, \ldots, x_k) \leq -\inf_{x \in D} I(x). \]

Given \( \delta > 0 \), there exists a point \((y_1, \ldots, y_k) \in D\) such that
\[ F_k(y_1, \ldots, y_k) < \inf_{(x_1, \ldots, x_k) \in C} F_k(x_1, \ldots, x_k) + \delta. \]

By the definition of \( F_k \),
\[ F_k(y_1, \ldots, y_k) = \max(V + \bar{V}) - \left( V(y_1) + \bar{V}(y_k) - \sum_{i=1}^{k-1} (A - m)(y_i, y_{i+1}) \right). \]

For each \( j \geq k \) we choose a \( y_{j+1} \) that satisfies \( \bar{V}(y_j) = \bar{V}(y_{j+1}) + A(y_j, y_{j+1}) - m \). Then we define \( y := (y_1, \ldots, y_k, y_{k+1}, \ldots) \).

**Second Claim:** \( I(y) = F_k(y_1, \ldots, y_k) \). Indeed,
\[ F_k(y_1, \ldots, y_k) = \max(V + \bar{V}) - \left( V(y_1) + \bar{V}(y_k) + \sum_{i=1}^{k-1} (A - m)(y_i, y_{i+1}) \right) = \]
\[ = \max(V + \bar{V}) - \left( V(y_1) + \bar{V}(y_j) + \sum_{i=1}^{j-1} (A - m)(y_i, y_{i+1}) \right), \quad \forall j \geq k. \]

Then, from the reasoning above and the way we choose \( y \), we get that \( F_k(y_1, \ldots, y_k) \) is equal to
\[ \max(V + \bar{V}) - \lim_{j \to \infty} \left( V(y_1) + \bar{V}(y_j) + \sum_{i=1}^{j-1} (A - m)(y_i, y_{i+1}) \right) = I(y). \]

This implies that
\[ -\inf_{(x_1, \ldots, x_k) \in D} F_k(x_1, \ldots, x_k) < -I(y) + \delta \leq -\inf_{x \in D} I(x) + \delta. \]

Making \( \delta \to 0 \), we have the first inequality.

Now, we will prove the second inequality:
\[ -\inf_{x \in D} I(x) \leq -\inf_{(x_1, \ldots, x_k) \in D} F_k(x_1, \ldots, x_k). \]

In order to prove this, we use Lemma 17(a), and then we get, by the Claim,
\[ I(x) = \max(V + \bar{V}) - \lim_{j \to \infty} \left( V(x_1) + \sum_{i=1}^{j-1} (A - m)(x_i, x_{i+1}) + \bar{V}(x_j) \right) \geq \]
\[ \geq \max(V + \bar{V}) - \left( V(x_1) + \sum_{i=1}^{k-1} (A - m)(x_i, x_{i+1}) + \bar{V}(x_k) \right) = F_k(x_1, \ldots, x_k). \]

Here finally we can give the proofs of theorems 1 and 3:

**Proof of theorem 1:**
(a) This is item (i) of proposition 10.
(b) Theorem 7 shows that the set of backward calibrated subactions is unitary, the proof that the set of forward calibrated subactions is unitary is similar.

**Proof of theorem 3:**
(a) It follows by items (ii) and (iii) of the proposition 10 and theorem 5.
(b) Here we use theorem 8, where \( V \) is a calibrated subaction, which is unique by theorem 1 item (b).

### 6 Monotonicity of the graph, and separating sub-actions

Suppose \( A \) is \( C^2 \) and satisfies

\[ \frac{\partial^2 A}{\partial x \partial y}(x, y) > 0, \]

then, for all \( x < x', y < y' \), we have that

\[ A(x, y) + A(x', y') > A(x, y') + A(x', y). \] (28)

Let \( \bar{V} \) be the calibrated backward-subaction define above.

As \( A \) is \( C^2 \), then \( \bar{V} \) is Lipschitz, hence \( V \) is differentiable \( \lambda \)-a.e., where \( \lambda \) is the Lebesgue measure. Let \( \text{Dom}(D\bar{V}) \) be the set of points where \( \bar{V} \) is differentiable.

Following the proof of theorem 6 we have that for \( x \in \text{Dom}(D\bar{V}) \), there exists only one \( y(x) \) such that

\[ \bar{V}(x) = A(x, y(x)) + \bar{V}(y(x)) - m. \] (29)

**Proposition 12.** The function \( Y : \text{Dom}(D\bar{V}) \to [0, 1] \), defined by \( Y(x) = y(x), y(x) \) satisfying (29), is monotone nondecreasing.

**Proof:** Let \( x < x' \), let us call \( z = Y(x), z' = Y(x') \), suppose that \( z > z' \). We know that

\[ \bar{V}(x) = A(x, z) + \bar{V}(z) - m, \quad \bar{V}(x') = A(x', z') + \bar{V}(z') - m, \]

and
\[ \bar{V}(x) \geq A(x, z') + \bar{V}(z') - m, \quad \bar{V}(x') \geq A(x', z) + \bar{V}(z) - m. \]

Adding the first two equations and comparing with the summation of the last two, we get that
\[ A(x, z) + A(x', z') \geq A(x, z') + A(x', z), \]
for \( x < x', z' < z \), which is a contradiction with (28). \( \square \)

If we assume that \( \frac{\partial^2 A}{\partial x \partial y}(x, y) < 0 \), then a function \( Y(x) \) as above can be defined, and it will be monotone non-increasing.

Now we will show the existence of a separating subaction (see [GLT] and [GLM] for related results). The idea is: given a potential \( A \) find a subaction \( u \) such that in the cohomological equation the equality just happen in points \( x \) that are on \( \Omega(A) \) (where it has to happen, anyway). In this way, we have a criteria to separate points of \( \Omega(A) \) from the other ones. One can then consider a new potential \( \tilde{A} = A(x, y) + u(x) - u(y) \) where the maximum of \( \tilde{A} \) is exactly attained in \( \Omega(A) \).

**Definition 19.** (a) A continuous function \( u : [0, 1] \rightarrow \mathbb{R} \) is called a forward-subaction if, for any \( x, y \in [0, 1] \) we have
\[ u(y) \geq A(x, y) + u(x) - m. \] (30)
(b) A continuous function \( u : [0, 1] \rightarrow \mathbb{R} \) is called a backward-subaction if, for any \( x, y \in [0, 1] \) we have
\[ u(x) \geq A(x, y) + u(y) - m. \] (31)

The proof we presented here is similar to the one in [GLM].

**Definition 20.** We say that a forward subaction \( u \) is separating if
\[ \max_x [A(x, y) + u(x) - u(y)] = m \iff x \in \Omega(A), \]
and a backward subaction \( u \) is separating if
\[ \max_y [A(x, y) + u(y) - u(x)] = m \iff y \in \Omega(A). \]

We will show the existence of a separating backward-subaction.

**Lemma 19.** If \( x \in \Omega(A) \) there exists \( x = (x_1, \ldots, x_k, \ldots) \in [0, 1]^\mathbb{N} \) such that \( x_1 = x \) and
\[ h(x_k, x_1) \leq \sum_{i=1}^{k-1} (A - m)(x_i, x_{i+1}). \]
Proof: If $x \in \Omega(A)$, then there exists a sequence of paths $\{ \langle x^n_1, ..., x^n_{j_n} \rangle \}_{n \in \N}$ such that $x^n_1 = x^n_{j_n} = x$ and $j_n \to \infty$ satisfying
\[
\sum_{j=1}^{j_n-1} (A - m) (x^n_j, x^n_{j+1}) \to 0. \tag{32}
\]
Because $|x^n_j| \leq 1$, there exists a ray $(x_1, ..., x_k, ...)$ which is the limit of the paths above, the convergence being uniform in each compact part.

Fixed $k \in \N$, for $j_n > k$, we have that
\[
S^{j_n-k}(x_k, x_1) \leq -A(x_k, x^n_{k+1}) + m - \sum_{j=k+1}^{j_n-1} (A - m) (x^n_j, x^n_{j+1}),
\]
and
\[
S^{j_n-k}(x_k, x_1) + \sum_{j=1}^{j_n-1} (A - m) (x^n_j, x^n_{j+1}) \leq -A(x_k, x^n_{k+1}) + m + \sum_{j=1}^{k} (A - m) (x^n_j, x^n_{j+1}).
\]
Hence taking the $\liminf_{n \to \infty}$ and using (32) we obtain
\[
h(x_k, x_1) \leq \sum_{j=1}^{k-1}(A - m)(x_j, x_{j+1}).
\]
\[
\square
\]

Lemma 20. Let $u$ be any backward-subaction, then for all $x \in \Omega(A)$ we have
\[
\max_y \{u(y) - u(x) + A(x, y)\} = m.
\]

Proof: As $u$ satisfies equation (31), for any $(x_1, ..., x_k) \in \mathcal{P}_k(x, y)$ we have that $u(y) - u(x) \leq -\sum_{j=1}^{k-1}(A - m)(x_j, x_{j+1})$, hence $u(y) - u(x) \leq h(x, y)$.

Let $x \in \Omega(A)$ and let $x = (x_1, ..., x_k, ...)$ be the point in $[0, 1]^\N$ which exists by the proposition (19).

By the lemma (19) we have that
\[
u(x_1) - u(x_k) \leq h(x_k, x_1) \leq \sum_{j=1}^{k-1}(A - m)(x_j, x_{j+1}),
\]
and, as it is a backward-subaction,
\[
u(x_k) - u(x_1) \leq -\sum_{j=0}^{k-1}(A - m)(x_j, x_{j+1}),
\]
in particular, for $k = 1$,
\[ u(x_2) - u(x_1) = -A(x_1, x_2) + m. \]

This implies
\[ \max_y \{u(y) - u(x) + A(x, y)\} = m. \]

□

**Lemma 21.** If the observable $A$ is Holder continuous, then the function $S_x(\cdot) := S(x, \cdot)$ is uniformly Holder and with the same Holder constant of $A$.

**Proof:** Let us fix $x, \epsilon > 0$ and $y, z \in [0, 1]$, then there exists $(x_1, \ldots, x_k) \in P_k(x, y)$ such that
\[ | - \sum_{i=1}^{k-1} (A - m)(x_i, x_{i+1})| \leq S(x, y) + \epsilon. \]

Consider now the following path: $(\tilde{x}_1, \ldots, \tilde{x}_k) = (x_1, \ldots, x_{k-1}, z) \in P_k(x, z)$, then
\[ - \sum_{i=1}^{k-1} (A - m)(\tilde{x}_i, \tilde{x}_{i+1}) = - \sum_{i=1}^{k-1} (A - m)(x_i, x_{i+1}) + A(x_{k-1}, y) - A(x_{k-1}, z), \]

therefore,
\[ S(x, z) \leq - \sum_{i=1}^{k-1} (A - m)(\tilde{x}_i, \tilde{x}_{i+1}) \leq S(x, y) + \epsilon + \text{Hol}_\alpha(A)|z - y|^\alpha, \quad \forall \epsilon, \]
i.e., $S(x, y) - S(x, z) \leq \text{Hol}_\alpha(A)|z - y|^\alpha$. Changing the role of $y$ and $z$, we obtain $|S(x, y) - S(x, z)| \leq \text{Hol}_\alpha(A)|z - y|^\alpha$, which gives us the Holder continuity of $S_x$, independently of $x$. □

**Theorem 9.** If the observable $A$ is Holder continuous, there exists a separating backward-subaction.

**Proof:** By definition,
\[ S(x, y) \leq -A(x, y) + m \quad \forall y \in [0, 1] \]

If $x \notin \Omega(A)$, then $S(x, x) > 0$. Hence
\[ S_x(y) - S_x(x) < -A(x, y) + m \quad \forall y \in [0, 1] \]
As $\Omega(A)$ is a closed set, then for each $x \notin \Omega(A)$ we can find a neighborhood $V_x \subset [0, 1] \setminus \Omega(A)$ of $x$ such that

$$S_x(y) - S_x(z) < -A(z, y) + m, \quad \forall \ y \in [0, 1], \forall \ z \in V_x.$$  

We can extract, from the family of these neighborhoods $\{V_x\}_{x \notin \Omega(A)}$, a countable family $\{V_{x_j}\}_{j=1}^\infty$ which is a covering of $[0, 1] \setminus \Omega(A)$.

We define

$$\tilde{S}_{x_j}(z) = S_{x_j}(z) - S_{x_j}(0)$$

as $S_{x_j}$ is uniformly Holder, this implies that $|\tilde{S}_{x_j}(z)| \leq \text{Hol}_\alpha(A)z^\alpha, \quad \forall \ x_j$, therefore the series

$$u(z) = \sum_{j=1}^\infty \frac{\tilde{S}_{x_j}(z)}{2^j}$$

is well defined and uniformly convergent, because $[0, 1]$ is compact. Note that $u$ is a infinite convex combination of backward-subactions $\tilde{S}_{x_j}$, then $u$ is also a backward-subaction.

Fix $x \in [0, 1] \setminus \Omega(A)$, there exists $k \geq 1$ such that $x \in V_{x_k}$. Now, $\forall y \in [0, 1]$ we have

$$u(y) - u(x) = \sum_{j=1}^\infty \frac{S_{x_j}(y) - S_{x_j}(x)}{2^j} = \frac{S_{x_k}(y) - S_{x_k}(x)}{2^k} + \sum_{j \neq k} \frac{S_{x_j}(y) - S_{x_j}(x)}{2^j} <$$

$$-A(x, y) + m + \sum_{j \neq k} \frac{-A(x, y) + m}{2^j} < -A(x, y) + m.$$  

Hence,

$$\max_y \{u(y) - u(x) + A(x, y)\} < m, \quad \text{if} \quad x \notin \Omega(A),$$

and, as $u$ is a backward-subaction, we have by lemma 20 that

$$\max_y \{u(y) - u(x) + A(x, y)\} = m, \quad \text{if} \quad x \in \Omega(A).$$  

\[\square\]
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