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Introduction

Let \( \mathbb{C} = \mathbb{C} \cup \{ \infty \} \) be the Riemann sphere and \( f : \mathbb{C} \to \mathbb{C} \) be an analytic endomorphism of degree \( d \geq 2 \). Then \( f \) can be written as a rational function \( f(z) = P(z)/Q(z) \) where \( P \) and \( Q \) are relatively prime polynomials and either \( P \) or \( Q \) has degree \( d \). Set \( f^n = f \circ \ldots \circ f \). The purpose of this paper is to construct an \( f \)-invariant probability that describes the asymptotic random distribution of the roots of the equation \( f^n(z) = a \), when \( n \to +\infty \).

More precisely, denote \( z_i^{(n)}(a), i = 1, \ldots, d^n \), the roots of the equation \( f^n(z) = a \) (counted with algebraic multiplicity), and define a probability \( \mu_n(a) \) by:

\[
\mu_n(a) = \frac{1}{d^n} \sum_{i=0}^{d^n} \delta_{z_i^{(n)}(a)}
\]

Let \( \mathcal{M} \) be the space of probabilities on the Borel \( \sigma \)-algebra of \( \mathbb{C} \) endowed with the weak topology, i.e., the unique metrizable topology on \( \mathcal{M} \) such that a sequence \( \{ \mu_n \mid n \geq 1 \} \subset \mathcal{M} \) converges to \( \mu \in \mathcal{M} \) if and only if:

\[
\lim_{n \to +\infty} \int_{\mathbb{C}} \phi d\mu_n = \int_{\mathbb{C}} \phi d\mu
\]

for every continuous \( \phi : \mathbb{C} \to \mathbb{R} \). We shall prove that for every \( a \in \mathbb{C} \) (with the possible exception of two values that can be explicitly characterized) the sequence \( \mu_n(a) \) converges to an \( f \)-invariant probability \( \mu_f \in \mathcal{M} \), independent of \( a \), that exhibits certain interesting ergodic properties. To give the full statement of our theorem, we have to recall first the definition of the Julia set \( J(f) \) of \( f \). \( J(f) \) is the set of points \( z \in \mathbb{C} \) such that for every neighborhood \( U \) of \( z \), the family \( \{ f^n \mid U \mid n \geq 0 \} \) is not normal. It is easy to check that \( J(f) \) is compact and satisfies \( f^{-1}(J(f)) = J(f) \). Moreover, \( J(f) \) is the closure of the set of sources of \( f \), i.e., points \( z \) such that \( f^n(z) = z \) and \( |f^n(z)| > 1 \) for some \( n \geq 1 \) (Julia [4], Fatou [3]). The definition of \( J(f) \) easily implies that every \( z \notin J(f) \) has a neighborhood \( U \) where the family of iterates \( f^n : U \to \mathbb{C} \) is equicontinuous. In other words, in the complement of \( J(f) \) the dynamics of \( f \) is extremely stable (in the sense of Lyapounov). On the other hand, every neighborhood of a point in
the Julia set is expanded under forward iteration. In fact, if \( U \) is a neighborhood of \( z \in J(f) \), the non-normality of \( \{f^n(U) \mid n \geq 1 \} \) implies (by Montel's characterization of normal families) that for large values of \( n \), \( \bigcup_{m=1}^{\infty} f^{-m}(U) \) covers the whole sphere except for at most two points. With some more work (see Brelin [1]), it can be proved that there exists a set \( \text{Exc}(f) \subseteq \mathbb{C} \), whose elements are called exceptional points, containing at most two points, and such that for every neighborhood \( U \) of a point in \( J(f) \), there exists \( N > 0 \) such that \( f^n(U) = \text{Exc}(f) \) for every \( n \geq N \). Moreover, the points of \( \text{Exc}(f) \) can be described as follows. If \( \text{Exc}(f) \) contains only one point \( p \), then it must satisfy \( f^{-1}(p) = \{p\} \). Then if \( L : \mathbb{C} \to \mathbb{C} \) is a Möbius transformation such that \( L(p) = \infty \), it is easy to check that \( (L^{-1} \circ f \circ L)(\infty) = \infty \), and this implies that \( L(f\,L^{-1})(z) \) is a polynomial. If \( \text{Exc}(f) \) contains two points \( p \) and \( q \), they must satisfy \( f^{-1}(\{p, q\}) = \{p, q\} \). Taking a Möbius transformation \( L : \mathbb{C} \to \mathbb{C} \) such that \( L(p) = \infty \), \( L(q) = 0 \), it follows that \( (L^{-1} \circ f \circ L)^{-1}(0, \infty) = [0, \infty) \). This property implies that \( (L^{-1} \circ f \circ L)^{-1}(z) = \frac{z}{z^2 + d} \) for some \( a \in \mathbb{C} \).

**Theorem.** There exists an \( f \)-invariant probability \( \mu_f \) satisfying the following properties:

a) \( \lim_{n \to +\infty} \mu_f(A) = \mu_f \) for every \( A \subseteq \text{Exc}(f) \). Moreover, this convergence is uniform when \( A \) varies in a compact subset of \( \text{Exc}(f) \).

b) The support of \( \mu_f \) is \( J(f) \).

c) \( f \) is a K-system with respect to \( \mu_f \).

d) \( \mu_f(f(A)) = \mu_f(A) \) for every Borel set \( A \subseteq \mathbb{C} \) such that \( f|A \) is injective. Conversely, \( \mu_f \) is the unique \( f \)-invariant probability satisfying this property.

e) \( h_f(f) = \log d_f \).

Since the definition of K-system used sometimes in Ergodic Theory applies only to invertible transformations, that is not our case, it is perhaps useful for the reader to explain property (c). We shall that if \( \mathcal{O} \) is the Borel \( \sigma \)-algebra of \( \mathbb{C} \), then \( \bigotimes_{n=0}^{\infty} f^{-n}(\mathcal{O}) \) contains only sets of measure 0 or 1. It is natural to include these transformations (as is done by several authors) in the class of K-systems. As in the invertible case (and for the same reasons), it implies the mixing property but is much stronger.

In [1], Brelin proved the existence of \( \mu_f \) satisfying (a), (b) and a weaker form of (c) with mixing instead of K-system for the case of polynomial mappings. His methods, based in Potential Theory, do not extend to general rational maps. On the other hand, when \( f \) is a polynomial, these methods give a remarkable identification of \( \mu_f \), namely, that \( \mu_f \) is the equilibrium distribution (in the sense of Potential Theory) associated to \( J(f) \). This means, roughly speaking, that \( \mu_f \) describes the way a unit positive electric charge would be distributed in \( J(f) \) under equilibrium conditions (for the formal definition, see Brelin [1]). Unfortunately, this beautiful characterization of \( \mu_f \) doesn't extend to general rational maps. For instance, take

\[
f(z) = \prod_{i=1}^{m} \left( \frac{z - a_i}{1 - \bar{a}_i z} \right)
\]

where \( |a_i| < 1 \) for all \( i \) and not all are zero. It is easy to check that \( J(f) \) is the unit circle and that \( f|J(f) \) is an expanding endomorphism, i.e.,

\[
\lim_{n \to +\infty} \left| f^n(z) \right| = +\infty \quad \text{for every } z \in J(f) \text{ and every } \mathbf{n} \neq 0 \text{ tangent to } J(f) \text{ at } z.
\]

The equilibrium distribution in the unit circle is the Lebesgue measure \( \lambda \). We shall show that \( \mu_f \) is singular with respect to \( \lambda \). By the theory of expanding endomorphisms of manifolds, there exists an \( f \)-invariant ergodic probability \( v \) on \( J(f) \) that is equivalent to \( \lambda \), and such that \( dv/d\lambda \) is a strictly positive continuous function. Since both \( v \) and \( \mu_f \) are ergodic, they are either singular or equal. Suppose that \( v = \mu_f \) and set \( H = d\mu_f/d\lambda \). From property (d) it follows that

\[
m = \int f'(z) dH(z)/H(z)
\]

for a.e. \( z \). Hince \( H \) is continuous, this property holds for every \( z \). Therefore

\[
\int f'(z) = m
\]

for every fixed point \( z \) of \( f \). It is not difficult to show that there exist values of \( a_1, \ldots, a_m \) such that this condition is not satisfied. Then, for these values the probabilities \( \mu_f \) and \( v \) cannot coincide. Hence, they are singular and \( \mu_f \) is singular with respect to the Lebesgue measure of the unit circle.

I. Proof of the Theorem

The proof of the Theorem will be based in the following definitions and lemma. We say that a set \( \mathcal{S} \subseteq \mathbb{C} \) is an arc if it is homeomorphic to the interval \([0, 1]\). A set \( U \subseteq \mathbb{C} \) is a topological disk if it is homeomorphic to the disk \( D = \{z \mid |z| < 1\} \).

**Definition 1.** We say that a set \( U \subseteq \mathbb{C} \) is \((N, \xi)\)-adapted if for all \( n \geq N \) there exist topological disks \( S_n^\delta \), \( i = 1, \ldots, \ell, \) and integers \( 1 \leq k_i^\delta \) such that:

a) $f^\ast/S^{\mathcal{O}}$ is a $k^{\mathcal{O}}$-to-1 map onto $U$.
b) $\operatorname{diam} (S^{\mathcal{O}}) \leq \varepsilon$
c) $\sum_{i=1}^{d^\mathcal{O}} k^{\mathcal{O}} \geq (1 - \varepsilon)d^\mathcal{O}$.
d) $\lim_{n \to \infty} (\sup \operatorname{diam} (S^{\mathcal{O}})) = 0$.

**Definition II.** We say that two points $z_i \in \overline{C}$, $i = 1, 2$, are $(N, \varepsilon)$-related if for all $n \geq N$ the roots $z_i^{(n)}(z_i)$, $i = 1, \ldots, d^\mathcal{O}$ of the equation $f^{(n)}(z) = z_1$ and the roots $z_i^{(n)}(z_2)$, $i = 1, \ldots, d^\mathcal{O}$ of the equation $f^{(n)}(z) = z_2$ can be indexed in such a way that:

$$d(z_i^{(n)}(z_1), z_i^{(n)}(z_2)) \leq \varepsilon$$

for all $1 \leq i \leq t_\varepsilon$, where $t_\varepsilon$ satisfies

$$t_\varepsilon \geq (1 - \varepsilon)d^\mathcal{O}.$$

An important property that links these two definitions is that if $z_i$ belongs to an $(N, \varepsilon)$-adapted set $U_i$, $i = 1, 2$, and $U_1 \cap U_2 \neq \emptyset$, then $z_1$ and $z_2$ are $(N, \varepsilon)$-related. The proof is immediate and we leave it to the reader.

**Fundamental Lemma.** Given $\varepsilon > 0$, $z \in \operatorname{Exc}(f)$ and an arc $\gamma$ containing $z$ and such that $\gamma = \{z\}$ doesn't contain critical values of $f^n$ for all $n \geq 1$, there exists an $(N, \varepsilon)$-adapted set $U \supset \gamma$ for some $N \geq 1$.

The proof of this Lemma will be given in the next section. Now let us show some of its corollaries.

**Corollary I.** Given a compact set $K \subset \operatorname{Exc}(f)$ and $\varepsilon > 0$, there exists $N = N(K, \varepsilon) > 0$ such that any couple of points in $K$ is $(N, \varepsilon)$-related.

**Proof.** First, we shall prove that if $z_1$ and $z_2$ are in $K$, there exist $N > 0$ and an open set $V \supset \{z_1, z_2\}$ such that any couple of points in $V$ is $(N, \varepsilon/2)$-related. For this, take arcs $\gamma_i \supset \{z_i\}$, $i = 1, 2$ satisfying the hypothesis of the Fundamental Lemma and $\gamma_1 \cap \gamma_2 \neq \emptyset$. Then there exist $(N_1, \varepsilon/2)$-adapted sets $U_i \supset \gamma_i$, $i = 1, 2$. Taking $N = \max (N_1, N_2)$, the remark after Definition II concludes the proof of the property. Now define $\tilde{N} : K \times K \to Z^+$ by the following property: $N(z_1, z_2)$ is the minimum $N > 0$ such that there exist neighborhoods $V_i$ of $z_i$, $i = 1, 2$, such that every point in $V_i$ is $(N(z_1, z_2), \varepsilon)$-related to every point in $V_2$. The previous property shows that $N$ is well defined. Moreover, it is obviously upper semicontinuous. Then it is bounded. Let $N > 0$ be an upper bound. Clearly, $N$ satisfies the required property.

**Corollary II.** If $K \subset \operatorname{Exc}(f)$ is compact, for all $\varepsilon_i > 0$ and every continuous function $\phi : \overline{C} \to \mathbb{R}$, there exists $N = N(K, \varepsilon_1, \phi) > 0$ such that:

$$\left| \int_{\mathcal{E}} \phi d\mu_n(z_1) - \int_{\mathcal{E}} \phi d\mu_n(z_2) \right| \leq \varepsilon_1$$

for every $z_1$ and $z_2$ in $K$ and $n \geq N$.

**Proof.** Take $\varepsilon > 0$ such that:

$$\varepsilon \sup_{z} |\phi(z)| \leq \varepsilon_1/2$$

and $|\phi(z') - \phi(z'')| \leq \varepsilon_1/2$ if $d(z', z'') \leq \varepsilon$. Take $N = N(K, \varepsilon)$ given by Corollary I. If $n \geq N$, by the definition of $(N, \varepsilon)$-related points, given $z_1$ and $z_2$ in $K$, we can arrange the roots $z_i^{(n)}(z_i)$, $i = 1, \ldots, d^\mathcal{O}$ of $f^{(n)}(z) = z_1$, and the roots $z_i^{(n)}(z_2)$, $i = 1, \ldots, d^\mathcal{O}$ of $f^{(n)}(z) = z_2$, in such a way that $d(z_i^{(n)}(z_1), z_i^{(n)}(z_2)) \leq \varepsilon$ for $i = 1, \ldots, s_n$, where $s_n$ satisfies $s_n \geq (1 - \varepsilon)d^\mathcal{O}$. Then:

$$\left| \int_{\mathcal{E}} \phi d\mu_n(z_1) - \int_{\mathcal{E}} \phi d\mu_n(z_2) \right| \leq \frac{1}{d^\mathcal{O}} \sum_{i=1}^{d^\mathcal{O}} |\phi(z_i^{(n)}(z_1)) - \phi(z_i^{(n)}(z_2))| \leq \frac{1}{d^\mathcal{O}} \sum_{i=1}^{s_n} |\phi(z_i^{(n)}(z_1)) - \phi(z_i^{(n)}(z_2))| + \frac{d^\mathcal{O} - s_n}{d^\mathcal{O}} \sup_{z} |\phi(z)| \leq \frac{1}{d^\mathcal{O}} \sum_{i=1}^{s_n} \varepsilon_1 + \varepsilon \sup_{z} |\phi(z)| \leq \frac{\varepsilon_1}{2} + \varepsilon \sup_{z} |\phi(z)| \leq \frac{\varepsilon_1}{2} + \frac{\varepsilon}{2} = \varepsilon_1.$$

**Corollary III.** Given a compact set $K \subset \operatorname{Exc}(f)$ and $\varepsilon_i > 0$ and a continuous function $\phi : \overline{C} \to \mathbb{R}$, there exists $N > 0$ such that:

$$\left| \int_{\mathcal{E}} \phi d\mu_n(z_1) - \int_{\mathcal{E}} \phi d\mu_n(z_2) \right| \leq \varepsilon_1$$

for every $z \in K$ and $n \geq N$.

**Proof.** Set $\tilde{K} = \bigcup_{n=0}^{\infty} f^{-n}(K)$ and take $N = N(\tilde{K}, \phi, \varepsilon_1)$ given by Corollary II. Using the notation of the introduction, we can write for all $m > n$ and $z \in \overline{C}$:

$$\lim_{z \to \infty} |\phi(z) d\mu_n(z) - \phi(z) d\mu_n(z)| = \frac{1}{d^\mathcal{O}} \sum_{i=1}^{d^\mathcal{O}} \left| \phi(z_i^{(n)}(z)) \right| \leq \frac{1}{d^\mathcal{O}} \sum_{i=1}^{s_n} \left| \phi(z_i^{(n)}(z)) \right| + \frac{d^\mathcal{O} - s_n}{d^\mathcal{O}} \sup_{z} \left| \phi(z) \right| \leq \frac{1}{d^\mathcal{O}} \sum_{i=1}^{s_n} \varepsilon_1 + \varepsilon \sup_{z} \left| \phi(z) \right| \leq \frac{\varepsilon_1}{2} + \frac{\varepsilon}{2} = \varepsilon_1.$$

where $k = m - n$. Then, if $z \in K$,

$$|\phi d\mu_n(z) - \phi d\mu_n(z)| \leq \frac{1}{d^\mathcal{O}} \sum_{i=1}^{d^\mathcal{O}} \left| \phi(z_i^{(n)}(z)) - \phi(z_i^{(n)}(z)) \right|$$
But $z^{n} \in \bar{K}$ for all $n \geq 0$. Hence, if $n \geq N$, the last term above is bounded by $d^{-N} d^{k+1} = d_{1}$, by Corollary II.

Now we are ready to prove the theorem. By Corollary III, if $z^{\infty} \in \text{Exc}(f^{n})$, the sequence $\mu_{f}(z^{n})$ converges, in the topology of $\mathcal{M}$, to a probability $\mu_{f}(z)$. Moreover, by Corollary III, this convergence is uniform on compact sets of $\text{Exc}(f^{n})$. By Corollary I, the probability $\mu_{f}(z)$ is independent of $z$. Denote it $\mu_{f}$. Moreover, $\mu_{f}$ is invariant because for every continuous $\phi : \bar{C} \to \mathbb{R}$, taking any $a \in \text{Exc}(f^{n})$,

$$\int_{\mathcal{E}} \phi(z) \mu_{f}dz = \lim_{n \to +\infty} \frac{1}{d^{n-1}} \sum_{j=1}^{n} \phi(z_{j}^{n-1}) = \int_{\mathcal{E}} \phi \mu_{f}dz.$$

This completes the proof of the existence of an $f$-invariant probability $\mu_{f}$ satisfying (a). Now let us prove property (b). Take $a \in J(f)$. Then the support of $\mu_{f}(a)$ is contained in $J(f)$ for all $n \geq 1$. Then the support of $\mu_{f}$ is contained in $J(f)$. Conversely, if $p \in J(f)$, we shall prove that it belongs to the support of $\mu_{f}$. Take a point $q$ in the support of $\mu_{f}$. Since $p$ and $q$ are not exceptional points (because they belong to $J(f)$), there exist a sequence $p_{m} \to p$ and a sequence of integers $m_{n} \to +\infty$ such that $f^{m_{n}}(p_{m}) = q$. Since the support is closed, it is sufficient to show that $p_{m}$ belongs to the support of $\mu_{f}$ for all $n$. Given any neighborhood $V$ of $p_{m}$, we take a neighborhood $U$ of $p_{m}$ such that $U \subset V$, $\mu_{f}(U) = 0$ and also $\mu_{f}(f^{m}(U)) = 0$. Moreover, $f^{m}(U)$ is an open set containing $q$. Since the boundaries of $U$ and $f^{m}(U)$ have measure zero, we can write:

(1) $\mu_{f}(U) = \lim_{n \to +\infty} \mu_{f}(a) = \lim_{n \to +\infty} \frac{1}{d^{n}} \# \{ z \in U \mid f^{j}(z) = a \}$

(2) $\mu_{f}(f^{m}(U)) = \lim_{n \to +\infty} \mu_{f}(f^{m}(U)) = \lim_{n \to +\infty} \frac{1}{d^{n}} \# \{ z \in f^{m}(U) \mid f^{j}(z) = a \}$

where $a$ is any point in $\text{Exc}(f^{n})$ that is not a critical value of any $f^{j}$ (in order to grant that every root of $f^{n}(z) = a$ is simple). Moreover:

(3) $\# \{ z \in U \mid f^{j}(z) = a \} \geq \# \{ z \in f^{m}(U) \mid f^{j-m}(z) = a \}$

From (1), (2) and (3) it follows that $\mu_{f}(U) \geq d^{m} \mu_{f}(f^{m}(U))$. But $\mu_{f}(f^{m}(U)) > 0$ because $f^{m}(U)$ is a neighborhood of $q$ that is in the support of $\mu_{f}$. Hence, $\mu_{f}(U) > 0$ and then $\mu_{f}(V) = \mu_{f}(U) > 0$.

To prove (c), we shall show that if $\mathcal{A}$ denotes the Borel algebra of $J(f)$, then $\bigcap_{n \geq 0} f^{n}(\mathcal{A})$ contains only sets of measure 0 or 1. Suppose that $S \in \bigcap_{n \geq 0} f^{n}(\mathcal{A})$ and $\mu_{f}(S) > 0$. We have to prove that $\mu_{f}(S) = 1$. Take $0 < \epsilon < \mu_{f}(S)/2$. Take $N > 0$, $m > 0$ such that there exists a family $\mathcal{F} = \{ P_{1}, \ldots, P_{n} \}$ of disjoint $(N, \epsilon/2)$-adapted sets such that:

$$\mu_{f}(\bigcup_{i=1}^{n} P_{i}) = 0.$$

The existence of this partition is based on the fact that a topological disk contained in an $(N, \epsilon/2)$-adapted set is also an $(N, \epsilon/2)$-adapted set. Then to every point $z \in J(f)$, by the Fundamental Lemma and the previous remark, we can associate an integer $N(z)$ and a disk $B_{i}(z)$ centered at $z$, with $\mu_{f}(B_{i}(z)) = 0$, that is $(N(z), \epsilon/2)$-adapted. Take $z_{0} \in J(f)$, $i = 1, \ldots, n$ such that $J(f) \subset \bigcup_{i=1}^{n} B(z_{i})$ and set $N = \max N(z_{i})$. Finally, take as sets $P_{i}$ all the intersections of sets $B(z_{i})$ or $\mathcal{F}(z_{i})$ that have measure $\neq 0$. Denote $P_{n}^{i}, k_{n}^{i}, j_{n}^{i}, i = 1, \ldots, \ell(n, i)$ the sets and integers associated to $P_{i}$ by Definition I. We shall need two lemmas:

**Lemma I.** Let $V \subset \bar{C}$ be an open set with $\mu_{f}(\partial V) = 0$ such that there exist open sets $V_{1}, \ldots, V_{d}$ such that for all $1 \leq i \leq d$, $f|V_{i}$ is a homeomorphism of $V_{i}$ onto $V$. Then

$$\mu_{f}(f^{-1}(A) \cap V_{i}) = \mu_{f}(A)$$

for every Borel set $A \subset V$ and all $1 \leq i \leq d$.

**Proof.** First we shall prove the lemma when $A$ is open and $\mu_{f}(\partial A) = 0$. By the hypothesis $\mu_{f}(\partial A) = 0$, we can calculate $\mu_{f}(A)$ by:

(1) $\mu_{f}(A) = \lim_{n \to +\infty} \mu_{f}(a) = \lim_{n \to +\infty} \frac{1}{d^{n}} \# \{ z \in A \mid f^{n}(z) = a \}$

where $a$ is any point that is not a critical value of $f^{n}$ for all $n \geq 1$. If $\mu_{f}(\partial A) = 0$, then $\mu_{f}(f^{-1}(A) \cap V_{i}) \leq \mu_{f}(f^{-1}(A)) = \mu_{f}(A) = 0$. Hence, $\mu_{f}(f^{-1}(A) \cap V_{i}) = 0$. By the relation $f^{-1}(A) \cap V_{i} = A$ and the injectivity of $f|V_{i}$,

(2) $\mu_{f}(f^{-1}(A) \cap V_{i}) = \lim_{n \to +\infty} \frac{1}{d^{n}} \# \{ z \in f^{-1}(A) \cap V_{i} \mid f^{n}(z) = a \}$

Then, (1) and (2) prove the lemma in this case. If $A \subset V$ is any Borel set, we can write it as $A = \bigcup_{n \geq 0} A_{n}$ where $A_{k} \supset A_{k+1} \supset \ldots$ is a sequence of open sets with $\mu_{f}(A_{n}) = 0$ for all $n$ and $\mu_{f}(A_{n}) = 0$. Then:
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By properties (1)-(4), we can apply Lemma I to obtain:

\[ \mu_j(f(A) \cap \phi_i(V)) = d^{-n} \mu_j(f^n(A) \cap V). \]

By (1), (4) and (5):

\[ \mu_j(A \cap W) = \sum_{i} \mu_j(A \cap \phi_i(V)) = k_{ij}^{(m)} d^{-n} \mu_j(f^n(A) \cap V) = k_{ij}^{(m)} d^{-n} \mu_j(f(A)). \]

But \( \mu_j(A \cap W) = \mu_j(A) \) because:

\[ \mu_j(A) - \mu_j(A \cap W) \leq \mu_j(P_i^{(m)} \cap W) \leq \mu_j(f^{-n}(P_i \cap V)) = \mu_j(P_i \cap V). \]

Now set \( U_n = \bigcup_i P_i^{(m)}. \) By Lemma II:

\[ \mu_j(U_n) = \sum_{i} \mu_j(P_i^{(m)}) = d^{-n} \sum_{i} k_{ij}^{(m)} \mu_j(P_i) =
\]

\[ = d^{-n} \sum_{i} d(k^{(m)}) \mu_j(P_i) \geq d^{-n} \left( 1 - \frac{e}{2} \right) d^n \sum_{i} \mu_j(P_i) = 1 - \frac{e}{2}. \]

For each \( n \geq N, \) the sets \( P_i^{(m)} \cap J(f), i = 1, \ldots, n, j = 1, \ldots, \ell(n, i) \) are a partition of \( U \cap J(f). \) This partition can be extended to a partition \( P_n \) of \( J(f) \) in such a way that:

\[ \lim_{n \to +\infty} \sup_{x \in P_n} \text{diam}(P_n) = 0. \]

This property and standard derivation theorems imply that if \( \mathcal{P}(x) \) denotes the atom of \( \mathcal{A} \) containing \( x, \) then the sequence of functions \( F_n: J(f) \to \mathbb{R} \) defined by:

\[ F_n(x) = \lim_{n \to +\infty} \mu_j(S \cap \mathcal{P}(x)) \]

converges in measure to the characteristic function \( f_S \) of \( S. \) From this property, we shall prove the following claim: if we take Borel sets \( A_n, n \geq 1, \) such that \( f^{-n}(A_n) = S, \) there exists an atom \( P_i \) and a sequence \( i_j \to +\infty \) such that \( \mu_j(P_i \cap A_{n_j}) \to 0 \) when \( j \to +\infty. \) This implies that \( \mu_j(S) = 1 \) because there exists \( n > 0 \) such that \( f^n(P_i) \supset J(f), \) and by the corollary of Lemma I:

\[ \lim_{j \to +\infty} \mu_j(f^n(P_i \cap A_{n_j})) = \lim_{j \to +\infty} \mu_j(f^n(P_i) - f^n(P_i \cap A_{n_j})) =
\]

\[ = 1 - \lim_{j \to +\infty} \mu_j(f^n(P_i \cap A_{n_j})) \geq 1 - d^n \lim_{j \to +\infty} \mu_j(P_i \cap A_{n_j}) = 1. \]

But:

\[ f^n(P_i \cap A_{n_j}) \subset f^n(P_i) \cap f^n(A_{n_j}) = f^n(A_{n_j}) = A_{n_j + n}. \]
Then \( \lim_{j \to \infty} \mu_j(A_{n_j + n}) = 1 \) and:
\[
\mu_j(S) = \mu_j(f^{-n_j-n}(A_{n_j + n})) = \mu_j(A_{n_j + n}).
\]
Hence, \( \mu_j(S) = 1 \). To prove the claim observe that the convergence in measure of the sequence \( F_\epsilon \), to \( f_\epsilon \), implies that for every \( k > 0 \) there exists \( n_k \) such that the set of points \( x \) satisfying:
\[
\left| \frac{\mu_j(S \cap P_{n_k}(x))}{\mu_j(P_{n_k}(x))} - f_\epsilon(x) \right| \leq \frac{1}{k}
\]
has measure \( \geq 1 - (\epsilon/2) \). Then this set intersects \( S \cap U_{n_k} \) because
\[
\mu_j(S \cap U_{n_k}) = \mu_j((S \cup U_{n_k})') \geq \left( 1 - 2\epsilon + \frac{\epsilon}{2} \right) = \frac{3}{2}.
\]
Let \( x_k \) be a point in the intersection. Since it belongs to \( U_{n_k} \), we have \( P_{n_k}(x_k) = P_i^{(n_k)} \) for some \( i \) and \( j \). By (6):
\[
\frac{\mu_j(S \cap P_i^{(n_k)})}{\mu_j(P_i^{(n_k)})} \geq 1 - \frac{1}{k}.
\]
By Lemma II:
\[
d^{-n_k} k_{n_k}^{(n_k)} \mu_j(f^{-n_k}(S \cap P_i^{(n_k)})) = \mu_j(S \cap P_i^{(n_k)}).
\]
But \( f^{-n_k}(P_i^{(n_k)}) = P_i \). Hence, (7), (8) and (9) imply:
\[
1 - \frac{1}{k} \leq \frac{\mu_j(S \cap P_i^{(n_k)})}{\mu_j(P_i^{(n_k)})} \leq \frac{\mu_j(f^{-n_k}(S \cap P_i^{(n_k)}))}{\mu_j(P_i)} = \frac{\mu_j(f^{-n_k}(S \cap f^{-n_k}(P_i^{(n_k)})))}{\mu_j(P_i)} = \frac{\mu_j(A_{n_k} \cap P_i)}{\mu_j(P_i)}.
\]
Hence:
\[
\mu_j(P_i \setminus A_{n_k}) = \mu_j(P_i) - \mu_j(P_i \cap A_{n_k}) \leq \frac{1}{k} \mu_j(P_i) \leq \frac{1}{k} \sup_i \mu_j(P_i)
\]
thus completing the proof of the claim.

An invariant measure for rational maps.

To prove (d) take a family \( \{U_1, \ldots, U_m\} \) of topological disks not containing critical values of \( f \) and such that:
\[
\mu_j(\bigcup_{i=1}^{m} U_i) = 0.
\]
Then for every \( 1 \leq i \leq m \) there exist \( d \) branches \( g_{i,j}^{(0)} = U_j \setminus \overline{U}_j, \ j = 1, \ldots, d \) of \( f^{-1}(U_i) \). Set \( U_i^{(0)} = g_{i,j}^{(0)}(U_i) \). From (1) it follows that:
\[
\mu_j\left(\bigcup_{i=1}^{m} U_i^{(0)}\right) = 0.
\]
Suppose \( A \subset \overline{C} \) is a Borel set such that \( f^{-1}(A) \) is injective. It follows from the injectivity of \( f^{-1}(A) \) that the sets \( f(A \setminus U_i^{(0)}), 1 \leq i \leq m, 1 \leq j \leq d \), are disjoint. This property together with (1), (2) and Lemma I yield
\[
\mu_j(f(A)) = \mu_j\left(\bigcup_{i=1}^{m} U_i^{(0)}\right) = \mu_j\left(\bigcup_{i=1}^{m} U_i^{(0)} \setminus U_j^{(0)}\right) = \mu_j\left(\bigcup_{i=1}^{m} U_i^{(0)} \setminus U_j^{(0)}\right) = \mu_j(f(A)) = \mu_j\left(\bigcup_{i=1}^{m} U_i^{(0)}\right).
\]
To prove that \( \mu_j \) is the unique \( f \)-invariant probability satisfying (d), consider another \( f \)-invariant probability \( \mu \) satisfying (d). We shall prove that \( \mu \ll \mu_j \). Then the ergodicity of \( \mu_j \) implies \( \mu = \mu_j \). To show \( \mu \ll \mu_j \), we have to find for every \( \epsilon > 0 \), a \( \delta > 0 \) such that if \( K \subset f(J) \) is a compact set with \( \mu_j(K) \leq \delta \), then \( \mu(K) \leq \epsilon \). Given \( \epsilon > 0 \) take \( N > 0 \) such that there exists a family \( \mathcal{G} = \{P_1, \ldots, P_r\} \) of \((N, \epsilon/2)\)-adapted sets such that
\[
\mu_j\left(\bigcup_{i=1}^{r} P_i\right) = 0
\]
\[
\mu\left(\bigcup_{i=1}^{r} P_i\right) = 0.
\]
This family is constructed as the family used in the proof of (c). Take \( \delta > 0 \) satisfying:
\[
\delta \frac{\mu(P_i)}{\mu_j(P_i)} \leq \frac{\epsilon}{4}
\]
for every \( 1 \leq i \leq r \). As in the proof of (c), denote \( P_i^{(n)} \) and \( k_{n_i}^{(i)} = 1, \ldots, \epsilon(n, i) \) the sets and integers associated to \( P_i \) by Definition I. By Lemma II, we have:
\[
\mu_j(P_i^{(n)}) = k_{n_i}^{(i)} d^{-n} \mu_j(P_i).
\]
Since in the proof of Lemma II the only property of \( \mu_f \) used is precisely (d), we can apply Lemma II to \( \mu \) instead of \( \mu_f \). Hence:

\[
\mu(P_{ij}^n) = k_{ij}^n d^{-n} \mu(P_{ij}).
\]

From (3) and part (c) of Definition 1, we obtain:

\[
\mu\left(\bigcup_{i,j} P_{ij}^n\right) = d^{-n} \mu(P_{ij}) \sum_{i,j} k_{ij}^n \geq d^{-n} \mu(P_{ij}) \left(1 - \frac{\varepsilon}{2}\right) d^n = \left(1 - \frac{\varepsilon}{2}\right) \mu(P_{ij}).
\]

The same argument, replacing (3) by (2), shows that:

\[
\mu_f(\bigcup_{i,j} P_{ij}^n) \geq \left(1 - \frac{\varepsilon}{2}\right) \mu_f(P_{ij}).
\]

Then

\[
\mu\left(\bigcup_{i,j} P_{ij}^n\right) \geq 1 - \frac{\varepsilon}{2},
\]

(4)

\[
\mu_f\left(\bigcup_{i,j} P_{ij}^n\right) \geq 1 - \frac{\varepsilon}{2}.
\]

(5)

Suppose that \( K \subset J(f) \) is a compact set with \( \mu_f(K) \leq \delta \). We want to show that \( \mu(K) \leq \varepsilon \). By (5):

\[
\mu(K \cap \bigcup_{i,j} P_{ij}^n) \leq \frac{\varepsilon}{2}.
\]

It remains to prove:

\[
\mu(K \cap \bigcup_{i,j} P_{ij}^n) \leq \frac{\varepsilon}{2}.
\]

(6)

Set

\[
\mathcal{S}_n = \{(i,j) \mid P_{ij}^n \cap K \neq \emptyset\}
\]

\[
K_n = \bigcup\left\{P_{ij}^n \mid (i,j) \in \mathcal{S}_n\right\}
\]

Since the diameters of the atoms of \( P_{ij}^n \) converge to zero uniformly in \( (i,j) \) (by part (d) of Definition 1) and by the compactness of \( K \), it follows that

\[
\lim_{n \to +\infty} \mu_f(K_n) = \mu_f(K).
\]

(7)

\[
\lim_{n \to +\infty} \mu(K_n) = \mu(K).
\]

An invariant measure for rational maps

Then \( \mu_f(K_n) \leq 2\delta \) if \( n \) is large. It follows that:

\[
2\delta \geq \mu_f(K_n) \geq \sum_{(i,j) \in \mathcal{S}_n} \mu_f(P_{ij}^n).
\]

By (2) and (3):

\[
2\delta \geq \sum_{(i,j) \in \mathcal{S}_n} \frac{\mu_f(P_{ij}^n)}{\mu_f(P_{ij})} = \sum_{(i,j) \in \mathcal{S}_n} \frac{\mu_f(P_{ij})}{\mu_f(P_{ij})} \mu_f(P_{ij}^n).
\]

Hence:

\[
2\delta \geq \sum_{(i,j) \in \mathcal{S}_n} \mu_f(P_{ij}) = \mu_f(K_n).
\]

By (1):

\[
\frac{\varepsilon}{2} \geq 2\delta \sup_{i} \mu_f(P_{ij}) \geq \mu_f(K_n) \geq \mu(K).
\]

Then, by (7), \( \mu(K) \leq \varepsilon/2 \).

To prove (c), take a family \( \mathcal{P} = \{P_1, \ldots, P_r\} \) of disjoint topological disks such that \( f_P \) is injective for all \( 1 \leq i \leq r \) and \( \mu_f(\bigcup P_i) = 0 \).

Denote \( \mathcal{P}_n = \bigcup_{j=0}^{n} f_j(\mathcal{P}) \) and let \( \mathcal{P}_n(x) \) be the atom of \( \mathcal{P}_n \) containing \( x \).

Observe that \( f^n(\mathcal{P}_n(x)) \) is injective for all \( n \geq 1 \). In fact, this property holds for \( n = 0 \) and if it is true for \( n = m \) then

\[
f^{m+1}(\mathcal{P}_{m+1}(x)) = (f/\mathcal{P}_{m+1}(x))(f^m(\mathcal{P}_m(f(x))).
\]

But \( f/\mathcal{P}_{m+1}(x) \) is injective because \( \mathcal{P}_{m+1}(x) \subset \mathcal{P}(x) \) and \( f^m/\mathcal{P}_m(f(x)) \) is injective by the induction hypothesis. Now we shall prove that:

\[
\lim_{n \to +\infty} \left(\frac{1}{n} \log \mu_f(\mathcal{P}_n(x)) \right) \geq \log d
\]

for \( \mu_f \) a.e. \( x \). We have:

\[
\mu_f(\mathcal{P}_n(x)) \leq \mu_f(\mathcal{P}(f^n(x)))).
\]

By (d) and by the injective of \( f^n(\mathcal{P}_n(x)) \):

\[
\mu_f(\mathcal{P}(f^n(x))) = d^{-n} \mu_f(\mathcal{P}(f^n(x))) \leq d^{-n} \mu_f(\mathcal{P}(f^n(x)))
\]

Then:

\[
\frac{1}{n} \log \mu_f(\mathcal{P}_n(x)) \geq \log d - \frac{1}{n} \log \mu_f(\mathcal{P}(f^n(x))).
\]
From this (10) follows. But (10) implies that
\[ h_{m_1}(f) \geq \log d. \]

On the other hand, Gromov proved in [3] that \( h_{m_1}(f) = \log d \). Then \( h_{m_1}(f) \leq \log d \).

II. Proof of the Fundamental Lemma

If \( w \in \mathbb{C} \) and \( n \in \mathbb{Z}^+ \), denote \( \hat{m}_n(w) \) the multiplicity of \( w \) as root of the equation \( f^*(z) = f^*(w) \). Set \( m_n(z) = \max \{ \hat{m}_n(w) \mid w \in f^{-n}(z) \} \). We shall need the following lemma:

**Lemma.** For every \( z \notin \text{Exc}(f) \) there exist \( N_1 > 0 \) and \( 1 < d_0 < d \) such that \( m_n(z) \leq d_0^n \) for all \( n \geq N_1 \).

**Proof.** Define \( \mathcal{A}(z) \) as the set of functions \( \theta : \mathbb{Z}^+ \rightarrow \mathbb{C} \) such that \( \theta(0) = z \) and \( f(\theta(j + 1)) = \theta(j) \) for all \( j \geq 0 \). Define \( \mathcal{A}_0(z) \) as the set of \( \theta \in \mathcal{A}(z) \) such that \( \theta(j) \) is a critical value of \( f \) only for a finite set of values of \( j \). Then it is easy to see that \( \mathcal{A}(z) \neq \mathcal{A}_0(z) \) if and only if \( z \) belongs to the orbit of a periodic critical point, and that in this case, there is only one element \( \gamma \in \mathcal{A}(z) \backslash \mathcal{A}_0(z) \) that is periodic i.e., for some \( t \), satisfies \( \gamma(t + j) = \gamma(j) \) for all \( j \geq 0 \). Now define
\[
\begin{align*}
\mathcal{A}_1(z) &= \{ \theta(n) \mid \theta \in \mathcal{A}(z) \}, \\
\mathcal{A}_0(z) &= \{ \theta(n) \mid \theta \in \mathcal{A}_0(z) \}.
\end{align*}
\]

From the fact that \( f \) has only finitely many critical points it follows that there exists \( N_2 > 0 \) such that \( \theta(n) \) is not a critical point of \( f \) for all \( n \geq N_2 \), \( \theta \in \mathcal{A}_0(z) \). Hence
\[
\hat{m}_n(w) = 1
\]
for all \( w \in \mathcal{A}_1(z) \) and \( n \geq N_2 \). Then, if \( w \in \mathcal{A}_0(z) \) with \( n \geq N_2 \), we obtain
\[
\hat{m}_n(w) = \prod_{j=0}^{n-1} \hat{m}_1(f^j(w)) = \hat{m}_1(f(w))^n \leq d^{N_2}.
\]

If \( \mathcal{A}_0(z) = \mathcal{A}(z) \), this concludes the proof because
\[
m_n(z) = \max \{ \hat{m}_n(w) \mid w \in \mathcal{A}_0(z) \} = \max \{ \hat{m}_n(w) \mid w \in \mathcal{A}_1(z) \} \leq d^{N_2}
\]
for all \( n \geq N_2 \). If \( \mathcal{A}_0(z) \neq \mathcal{A}(z) \) and if \( \gamma \) is the unique element in \( \mathcal{A}(z) \backslash \mathcal{A}_0(z) \):
\[
m_n(z) = \max \{ \hat{m}_n(w) \mid w \in \mathcal{A}_0(z) \} = \max \{ \hat{m}_n(w) \mid w \in \mathcal{A}(z) \} .
\]

Therefore the problem is reduced to show that there exist \( G > 0 \) and \( 1 < d_1 < d \) such that \( \hat{m}_n(y(n)) \leq Gd_1^n \), for large values of \( n \). But if \( n = kt + r \), \( k, t \in \mathbb{Z}^+ \), \( r \in \mathbb{Z}^+ \), \( 0 \leq r < t \), we have, using the periodicity of \( \gamma \), that
\[
\hat{m}_n(y(n)) = \prod_{j=0}^{t-1} \hat{m}_1(y(n-j)) = \prod_{j=0}^{t-1} \hat{m}_1(y(n-j))(\hat{m}_1(y(j)))^t.
\]

Set:
\[
d_1 = \left( \prod_{j=0}^{t-1} \hat{m}_1(y(j)) \right)^{\frac{1}{t}}.
\]

Then:
\[
\hat{m}_n(y(n)) \leq d_1^n d_1^t \leq d^n d_1.
\]

for every \( n \geq t \). This reduces our problem to prove that \( d_1 < d \). But since every factor in the definition of \( d_1 \) is \( \leq d \), it is sufficient to show that we cannot have \( \hat{m}_1(y(j)) = d \) for all \( 0 \leq j \leq t \). But \( \hat{m}_1(y(j)) = d \) for all \( 0 \leq j \leq t \) implies that \( f^{-1}(\pi) = \pi \), where \( \pi \) is the periodic orbit \( \{ \gamma(0), \ldots, \gamma(t-1) \} \). Therefore \( f^{-1}(\pi) \cap \pi = \emptyset \). Therefore \( \bigcup_{n \geq 0} f^{-n}(U) \cap \pi = \emptyset \) for every subset \( \pi \) of \( \mathbb{Z}^+ \). But it is clear that \( \pi \cap \text{Exc}(f) = \emptyset \). Hence, we can take \( U \) as an open set intersecting \( \text{Exc}(f) \). Then, as we explained in the introduction, \( \bigcup_{n \geq 0} f^{-n}(U) \) has no periodic points. This, together with \( \bigcup_{n \geq 0} f^{-n}(U) \cap \pi = \emptyset \) yields \( \pi \subset \text{Exc}(f) \), contradicting the assumption \( z \notin \text{Exc}(f) \).

Now let us prove the Fundamental Lemma. Take \( N_0 \) so large that the sequence \( nd^{-n}, n \geq 1 \), is decreasing for \( n \geq N_0 \) and \( m_{N_0}(z)N_0d^{-N_0} \leq \varepsilon /2 \). Such \( N_0 \) exists by the previous Lemma. Then
\[
(*) \quad m_{N_0}(z)nd^{-n} \leq \frac{\varepsilon}{2}.
\]

for every \( n \geq N_0 \). Assume that \( N_0 \) is large enough to satisfy
\[
(**) \quad 4m_{N_0}(z)d^{-N_0}d^2 \frac{\varepsilon}{1 - d} \leq \frac{\varepsilon}{2}.
\]

Set \( m = m_{N_0}(z) \). Since the only critical value of \( f^{-N_0} \) contained in \( \gamma \) can be \( z \), it follows that the connected components \( \gamma_1, \ldots, \gamma_r \) of \( f^{-N_0}(\gamma) \) are either arcs or a union of arcs with a unique point of intersection. Therefore, each \( \gamma_i \) is simply connected. We can then take a topological disk \( U_0 \supset \gamma_i \), so thin that there exist disjoint topological disks \( \Gamma_i \supset \gamma_i \), \( i = 1, \ldots, r \) such that
\[
f^{-N_0}(\Gamma_i) = U_0.
\]
and \( f^{N_0}/V_i : V_i \to U_0 \) is a \( k_{r_i} \)-to-1 map for all \( 1 \leq i \leq r \). Now set:
\[
e_{N_0} = 0
\]
\[
e_{n+1} = e_n + 4md^{-n_{e_i}}
\]
for \( n \geq N_0 \). Observe that, by (**):
\[
e_n \leq e_{N_0} + 4md^2 \sum_{i=N_0}^n d^{-i} = 4md^{-N_0} \frac{d^2}{d-1} \leq \frac{e_n}{2}.
\]

We claim that for every \( n \geq N_0, f^{-n}(U_0) \) contains a union of disjoint topological disks \( W_i^{(n)}, i = 1, \ldots, \tilde{e}_n \), such that, for all \( i, f^{-i}(W_i^{(n)}) = U_0 \) and \( f^{-n}/W_i^{(n)} : W_i^{(n)} \to U_0 \) is a \( k_i^{(n)} \)-to-1 map, where \( 1 \leq k_i^{(n)} \leq m, 1 \leq i \leq \tilde{e}_n \) are integers satisfying
\[
\tilde{e}_n \geq \left(1 - \frac{1}{2} e_n \right) d^n.
\]

Clearly, the property is true for \( n = N_0 \) just taking \( W_i^{(n_0)} = V_i, i = 1, \ldots, r, \)
\( \tilde{e}_{N_0} = k_i \) because
\[
\sum_{i=1}^{e_n} k_{i}^{(n)} = \sum_{i=1}^{r} k_i = d^n.
\]

The proof of the claim will now be completed by induction. Suppose constructed \( W_i^{(n)}, k_i^{(n)}, 1 \leq i \leq \tilde{e}_n \). Let \( H \) be the set of integers \( j \) between \( \tilde{e}_n \) and \( \tilde{e}_{n+1} \) such that \( W_i^{(n)} \) doesn't contain critical values of \( f \). For every \( e \in H \) there exist disjoint topological disks \( D^{(n)}_j, 1 \leq j \leq d, \) such that \( f \) maps \( D^{(n)}_j \) homeomorphically onto \( W_i^{(n)} \). Define as \( W_i^{(n+1)}, i = 1, \ldots, \tilde{e}_{n+1}, \) he sets \( D_j^{(n)}, e \in H, 1 \leq j \leq d, \) and, if \( W_i^{(n+1)} = D_j^{(n)} \), set \( k_i^{(n+1)} = k_i^{(n)} \). Then:
\[
\tilde{e}_n \geq \tilde{e}_{n+1} = d \sum_{i=1}^{e_n} k_{i}^{(n)} + d \sum_{i=1}^{e_n} k_{i}^{(n)} - d \sum_{i=1}^{e_n} k_{i}^{(n)} \geq
\]
\[
\geq d \sum_{i=1}^{e_n} k_{i}^{(n)} - d(\tilde{e}_n - \#H)m \geq \left(1 - \frac{1}{2} e_n \right) d^{n+1} - d(\tilde{e}_n - \#H)m.
\]

But \( \tilde{e}_n - \#H \) is bounded by the number of critical values of \( f \), that is, \( \#d - 2 \). Hence:
\[
\tilde{e}_{n+1} \geq \left(1 - \frac{1}{2} e_n \right) d^{n+1} - 2d^2m = \left(1 - \frac{1}{2} e_{n+1} + 4d^2md^{-(n+1)} \right) d^{n+1} = \left(1 - \frac{1}{2} e_{n+1} \right) d^{n+1}.
\]

This completes the proof of the claim. The next step is to restrict, for each \( n \), the family \( W_i^{(n)}, 1 \leq i \leq \tilde{e}_n \), to those values of \( i \) that satisfy:
\[
\lambda(W_i^{(n)}) \leq \frac{1}{n},
\]

where \( \lambda \) denotes the Lebesgue measure.

Suppose that those values of \( i \) are \( 1, \ldots, \tilde{e}_n \). Then:
\[
\sum_{i=1}^{\tilde{e}_n} k_i^{(n)} \geq \sum_{i=1}^{\tilde{e}_n} k_i^{(n)} - (\tilde{e}_n - \tilde{e}_n)m.
\]

To bound \( (\tilde{e}_n - \tilde{e}_n) \), observe that
\[
1 \geq \lambda(\bigcup_{i=1}^{\tilde{e}_n} W_i^{(n)}) \geq (\tilde{e}_n - \tilde{e}_n) \frac{1}{n}.
\]

Then:
\[
\sum_{i=1}^{\tilde{e}_n} k_i^{(n)} \geq \left(1 - \frac{1}{2} e_n \right) d^n - nm = \left(1 - \frac{1}{2} (e + 2md^{-n}) \right) d^n.
\]

By (**), the factor of \( d^n \) is bounded by \((1 - \varepsilon)\). Finally, to complete the proof of the Lemma, we shall prove that for any topological disk \( U \) whose closure is contained in \( U_0 \), we have:
\[
\lim_{n \to \infty} \left( \sup \text{diam} (f^{-n}(U) \cap W_i^{(n)}) \right) = 0.
\]

If this property is true, the lemma is proved taking \( U \) containing \( \gamma \) and with closure contained in \( U_0 \). Then we define:
\[
S^{(n)} = f^{-n}(U) \cap W_i^{(n)}.
\]

By (2), there exists \( N > N_0 \) such that property (b) of Definition 1 is satisfied. Property (d) also follows from (2). Finally, \( f^{-n}/S^{(n)} \) is a \( k_i^{(n)} \)-to-1 map onto \( U \), and from (1) and (**) it follows that the integers \( k_i^{(n)} \) satisfy property (c). It remains to prove (2). By the way the sets \( S^{(n)} \) were constructed, we know that \( f^{-n}/S^{(n)} \) is a conformal representation onto some \( V_j \). Let \( \phi_i^{(n)} : V_j \to W_i^{(n)} \) be its inverse. Set \( D_j = \{z | |z| < r \} \). Let \( \gamma_j : D_j \to V_j \) be a conformal representation. Define \( \psi_i^{(n)} : D_j \to W_i^{(n)} \) as \( \psi_i^{(n)} = \phi_i^{(n)} \gamma_j \). Instead of (2), we shall prove:
\[
\lim_{n \to \infty} \left( \sup \text{diam} \psi_i^{(n)} (D_j) \right) = 0
\]

for all \( 0 < r < 1 \). This implies (2) because \( \psi_i^{(n)}(D_j) = f^{-n}/(U) \cap W_i^{(n)} \) for all \( n \geq N, \) if \( r \) is near enough to 1. To prove (3), recall that the Distortion Theorem for univalent functions states that for all \( 0 < r < 1 \)
there exists $K(r)$ such that every univalent function $\phi : D_r \to \mathbb{C}$ satisfies $|\phi'(a)/\phi'(b)| \leq K(r)$ for all $a$ and $b$ in $D_r$. In particular, if $\lambda(\cdot)$ denotes Lebesgue measure, $\lambda(\phi(D_r)) \geq K(r)^{-1} |\phi'(a)|^2 \lambda(D_r)$, for all $a \in D_r$. In our case:

$$\frac{1}{n} \geq \lambda(W^{\psi_n}) \geq \frac{1}{n} \lambda(\psi_n(D_r)) \geq K(r)^{-1} \lambda(D_r) \left| (\psi_n)'(z) \right|^2$$

for all $0 < r < 1$, $z \in D_r$. Then:

$$\lim_{n \to \infty} \left( \sup_{a \in D_r} \left| (\psi_n)'(z) \right| \right) = 0$$

for all $0 < r < 1$, and this obviously implies (3).
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On the derivation algebra of zygotic algebras for polyploidy with multiple alleles

R. Costa

1. Introduction

The terminology and notations of this paper are those of [1] of which this one is a natural continuation. In that one, we have calculated the derivation algebra of $G(n+1, 2m)$, the gametic algebra of a $2m$-ploid and $n + 1$-allelic population. In particular, it was shown that the dimension of this derivation algebra depends only on $n$. The integer $m$ is related to the nilpotence degree of certain nilpotent derivations of a basis ([1], th. 3 and 4), as it is easily seen.

The problem now is the determination of the derivations of $Z(n+1, 2m)$, the zygotic algebra of the same $2m$-ploid and $n + 1$-allelic population. As $Z(n+1, 2m)$ is the commutative duplicate for $G(n+1, 2m)$ ([10], Ch. 6C), the first idea to obtain derivations in $Z(n+1, 2m)$ is to try to duplicate derivations of $G(n+1, 2m)$. We recall briefly that a given genetic algebra $A$ with a canonical basis $C_0, C_1, \ldots, C_n$ then the set of symbols $C_i^*C_j$ $(0 \leq i \leq j \leq n)$ is a basis of the duplicate $A^*A$ of $A$ ([10], Ch. 6C). In particular if $\dim A = n + 1$ then $\dim (A^*A) = (n+1)(n+2)$. The multiplication in $A^*A$ is given by

$$(C_i^*C_j)(C_k^*C_r) = (C_iC_j)^*(C_kC_r)$$

where $C_iC_j$ (resp. $C_kC_r$) is the product, in $A$, of $C_i$ and $C_j$ (resp. $C_k$ and $C_r$).

An intrinsic construction of $A^*A$ is the following: take the tensor product vector space $A \otimes A$ and define a multiplication by $(a \otimes b)(c \otimes d) = = (ab) \otimes (cd)$. Then let $J$ be the two-sided ideal generated by the elements $a \otimes b - b \otimes a$, $a,b \in A$ and take $A^*A = (A \otimes A)/J$ ([10]).

Lemma 1. Let $\delta : A \to A$ be a derivation. There exists one and only one derivation $\delta^*: A^*A \to A^*A$ such that $\delta^*(a^*b) = \delta(a)^*b + a^*\delta(b)$ for all $a, b$ in $A$.
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