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Abstract

Denote by p the maximal entropy measure for the shift acting on Q = {0, 1}, by

L the associated Ruelle operator and by K = £* the Koopman operator, both acting on

L2(u). Tt is natural to call a = £ the annihilation operator, and af = ¢ = K the creation

operator (see (*)). We call KL = ca the generalized (dynamical) boson Number operator.

In our mathematical framework we consider the following complete orthogonal fam-

ily of functions in L2(p): given a finite word w = wiwsa---w;, w; € {0,1}, denote
m (1[w1] — l[wO]), and add eé = \/51[1],68 = —V21[g) to the family.

Claim: c¢(ew) = %(eo“j + e1w) and a(ew;wo--wy) = %equs...wn (*), justifying the
above terminology. Given m,n, wn41 - - - wg, denoting by I(w) the size of the word w:

’Cm‘cn(Zl(v):n evwn+1"'wk) = 2m/27n/2 Zl(v):n Cvwy, 1wy -

Therefore, 2™/2-7/2 are eigenvalues of ¢™a™ = K™L™. It our setting KK, L] = I (the
CCR) is not true; however, we show a dynamical CCR version for generalized bosons
systems. Here the Dirac operator is: D = ( 2 ’g
representation 7 on the set of bounded operators L acting on L?(u1), we set a certain nat-
ural spectral triple, and we estimate || [D,7(L)] || in several cases; || [D,n(L)] || < 1 corre-
sponds to saying that the Lipchitz constant of L is < 1. We show that || [D, n(KL)] || = 1.

In another direction, considering the case where L = 1) is the projection in 1 € L2(u),

and |¢| = 1, we get that 23—\/5 > | [P, 7(4)] || > 1. When # is in the Kernel of the Ruelle
operator we get || [D, 7(1))] || = 1. From the value (K(v), %) we get explicitly || [D, 7(:))] |-

We show that || [D, m(K"L")] || = 1,Vn € N. We also estimate || [D,7(My)] ||, when
M is the multiplication operator g — M(g) = gf, for a continuous function, f: Q@ — R.
We explore an interpretation of D (a form of derivative for operators) via f — [D, (M f)] ,
either as related to the associated forward discrete time dynamical derivative f — f o o:

If = foolee = IKf = floo 2 || [Dya(Mp)] | 2 1f = Lo
if f is coboundary to zero then |D, 7 (M = 0); or the backward discrete time derivative
f

VEIKS = fI?

From all above we get lower bounds for Connes distance between C*-states.

); introducing a natural diagonal

\/|f(:c)—2f(0x)|2 + ‘f(ac)_Qf(lx)P; in this direction || [D,m(My)] || =

e}



1 Introduction

In the physics of elementary particles, the bosons (the same is true for
fermions) are particles that are indistinguishable from each other. For exam-
ple, every electron (which is a fermion particle) is exactly the same as every
other electron. In this way, given a state with two electrons, you can exchange
the two electrons and this will not change anything physically observable from
that state. For bosons, the number of indistinguishable particles can range in
the set of natural numbers 0,1,2,--- ,n,---; several identical bosons can si-
multaneously occupy the same quantum state. One of the main issues on the
topic is the understanding of the statistics of a collection of non-interacting
identical particles that may occupy a set of available discrete energy states at
thermodynamic equilibrium. Half of the particles of the universe are bosons.
Our mathematical formalism corresponds to a single bosonic mode.

For fermions, the Pauli exclusion principle claims: only one fermion can
occupy a particular quantum state at a given time. A very detailed study of
fermions appears in [3]. Our focus here will be on the boson formalism.

In [19] the authors analyze the so-called generalized boson systems where
the classical canonical commutation relation (CCR) is not true; they extend
boson sampling protocols to a larger class of quantum systems, that include,
among others, interacting bosons. The generalized point of view of [19] will
be in significant consonance with our dynamical setting (see (15), (16), and
more details in Remark 36). In an abstract point of view denote b and
bf, respectively, the annihilation and creation operator acting in an infinite
dimensional Hilbert space. The classical CCR corresponds to

I=[bb] =bb — b0, (1)

which in the general setting of [19] is not always true. We will call the case
where (1) applies classic, to distinguish it from the generalized case that we
will deal with here; in the classical case (1) the eigenvalues of b'b are in N.

General references for classical bosons and fermions are [1], [30], [27] and
[14]. A function n — f(n) plays an important role in [19], and the main
relationship would be

5, :f(n+1) f(n)
vn) = = fin—1)

where |n) describe the state with n-particles, n = 0,1,2,--- (see page 043096-
5 in [19]). b' and b can take different expressions depending of the case.

[n+1) and b|n) = In — 1), (2)
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The state |0), which satisfies
b(10)) =0, (3)

is called the vacuum.

For the classical case f(n) = v/n!, for the boson pair f(n) = 1/(2n)! (see
page 043096-2 in [19] and also [5]), and here will consider the case where
f(n) =272 (see (16) and (123)).

In the classical case, that is f(k) = v/k!, the operators C = bl and A =
b act on an infinite-dimensional Hilbert space and the elements |k), k =
0,1,2,---, are eigenfunctions for C A, associated to eigenvalues which range
in the set of natural numbers. More precisely,

_ o fR)
CA(R) = k1K) = (=) ) )
In this case, the self-adjoint operator
CA ()

is called the (classical) number operator. The terminology number operator
is due to such a property: the count of particles at a given state (see Section
5 in [1]). The eigenvalues of C A are in N.

In our setting, expression (124) corresponds to (4).

The quantization of the harmonic oscillator can be put in a form that
satisfies (1) and also the above classical expression (4) (see Section 11 in
[14]). In this case, |n) is the nth eigenfunction of the corresponding quantized
Hamiltonian operator H acting on functions on L?(dx) defined on the real
line (see details in Example 38 in section 3). In Quantum Mechanics the self-
adjoint operators are the observables and their eigenvalues corresponds to the
real values that can be observed when measuring (see [21]). The eigenvalues
of the number operator b' b of a fermion can be just 0 or 1; I = [b, bq is not
true. The value 1 means occupied and 0 not occupied. The eigenvalues of
the number operator of a boson can be any natural number n € N.

We refer the reader to the beginning of Section II (or (A3)) in [19] (which
deals with the generalized case), where denoting by |0) the vacuum, one gets

(b")*10) = f(k)|k). (6)
In the case of the harmonic oscillator

C*10) = VE! k). (7)
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In this case, |0) corresponds to the eigenfunction associated with the
smallest eigenvalue of the Hamiltonian operator H, and

A(|0)) = 0. (8)

For this reason |0) is called the vacuum (eigenfunction) for the harmonic
oscillator (see (3)).
Moreover, when k£ > m > n, in the classical case

Cr A (k) =k —n)--(k=D)VEk--Vk+m—n—1)|(k+m—n)); (9)

in particular

A (k) = (k—=m)--- (k= 1) [k). (10)

This should be compared with our future expression (123).

The classical CCR would be given by [A,C] = I, but the corresponding
relation is not true in our setting (see (88)); however, in the generalized case,
there exists a CCR version that can be obtained by introducing a new form
of commutator [-,-], in the sense of (2) and (A5) in [19], which here will
correspond to (15) (see (127) for details).

More precisely, (2) in [19] requires the existence of a naturally defined
function F': N — R (to be defined according to the specific quantum prob-
lem), such that by definition

[b,67] :=> _F(n)n) (n| = 1. (11)

The classical CCR corresponds to take F' = 1.

The general equation (11) corresponds to CCR for the generalized case.
Taking into account (A4) and the left inequality on (A5) in [19], the authors
set a natural choice of F' and get

[0,6'1 = F(n)ln)(n] Y_(n| [b,b7 [n) [n)(n]. (12)

In our case we will choose a special form of the above expression for
defining [-,-] (when taking an special F, as we will see later on (15) and
Proposition 37).

We will consider here the Hilbert space L?(u), when p is the measure of
maximal entropy for the action of the shift o :  — €, where Q = {0, 1}".
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In our mathematical framework we will introduce an orthogonal family
of Holder functions e, : 2 — R, indexed by finite words w = wyw, - - - wy,
w; € {0, 1}, which will play an essential role in part of our reasoning (I = l(w)
is the size of w). See (92) for definition of e,,.

Adding two more functions ej, ej to the family, we get an orthonormal
family (a Hilbert basis) on L?*(u) (see (93) for definition).

The Ruelle operator £ : L?(u) — L*(u) is defined for a continuous func-
tion fi, by L(f1) = fu, it for all @ € {0,117, fox) = L(A(0,) + fi(L,2)).

We will show that is natural to call a = £ the annihilation operator and
al = ¢ =K, where £ : L*(i1) — L?(p) is the Ruelle operator and K = £* the
Koopman operator (see (95) and (102)). Indeed, we will prove in Section 3

that
1

1
c(ey) = E(e()w + e10) and a(ewy oo, ) = Eeww&..wn. (13)

Note that % = \/Li (in consonance with (2)).

We can express the commutator [a,c] in terms of the basis (see (126)).
Given ey, y...w, denote €y, 1y, the element e, ..y, where vy = 1ifw; =0,
and v; =0 if wy; = 1.

Then, given w
1 1
[a7 C] (610) = 56111 - _éw 7é Cw- (14)

2

In our generalized dynamical boson setting we are interested, among other
things, in the Number operator KL which is our version of (5); and also in
K™mL™, which corresponds to the action of (10). In (19) we introduce a
Dirac operator D, a representation 7 and we introduce a special spectral
triple (see (20) and Definition 1). Our main motivation here was to show
that || [D,7(KL)] || = 1 (see Section 2.2). In the sense of Connes (see [7],
8]), this would mean here that the self-adjoint operator Number operator
KL has Lipschitz constant equal to 1 (see Remark 5). We leave for future
investigation the question of whether our mathematical formalism eventually
corresponds to any application in physics.

We point out that here we will introduce a diagonal representation, which
is a natural generalization of the setting in [20] (a finite dimensional non-
dynamical case), where the authors were able to compute explicitly the
Connes spectral distance between one-qubit states.

The function \%(eé + €f)) represents the vacuum (see Section 3). This is

so because a(ey + ej) = L(ey + €f)) = 0.
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Denote by F the set of functions f : {0,1}" not depending on the first
coordinate. For the dynamical generalized fermion setting the Number op-
erator KL acts on the subspace V C L?(u) generated by {F,e; + e} (see
Section 3). The only possible eigenvalues of L : ¥V — V are 0 and 1 (see
(34)).

For the dynamical generalized boson setting the Number operator KL
acts on the L?(u) space (see Section 3). In this case K™L" may have an
infinite number of eigenvalues, when m # n (see (123)). We point out that
the eigenvalues of KL : L?(u) — L*(u) can be just 0 or 1 (not an infinite
number of them). In our framework the boson formalism manifests itself
through the expressions in (13).

We will present later (see Section 3) a generalized CCR relation (see (127)
and Proposition 37) of the form:

[a,c] = 22<6w’ [a, ¢] (ew))|ew){ew| = 1, (15)

which means in some sense to take F(w) = 2(ey, [a,¢] (ew)).

\%(eé + €j) corresponds to the vacuum, and in this case (see (110))

1

o %(eé ) =) Y Cmman (16)

a1,a2, " ,an=0

corresponds to (6).
For the case of classical fermions, the Canonical Anticommutative Rela-
tion (CAR) should be valid, and this would correspond to
I=1{bb'} =bb +0b'b, (17)

which in the general case is not always true. In our setting, we briefly mention
the CAR for fermions in (86). Denote f= \%ﬁ and f1 = \%/C, and by F
the space of functions ¢ in L?(u) that do not depend on the first coordinate.
Is it natural to consider bounded operators acting on the F. Then, under
such restriction we will show (see Section 3) in such C*-algebra the CAR

{(f.ff=r (18)



Concerning all the above claims, in Section 3 we will present explicit
computations in order to get the main results we just described; summarized
in Propositions 36 and 37.

In the second part of the paper (see Section 2) we follow a related but
different path. Motivated by [20], which deals with a finite-dimensional case,
we will introduce a Dirac operator D and a special diagonal representation
7 (see (5) in [20] for the case of qubits): here we will set

D—(glg). (19)

Different kinds of (dynamical) diagonal representations was considered in
28], [29] and in Section 6 in [6].

Definition 1. A spectral triple is an ordered triple (A, H, D), where
1. H s a Hilbert space;

2. A is a C*-algebra, w is a representation, where for each a € A, we can
associate a bounded linear operator mw(a) : H — H;

3. D is an essentially self-adjoint unbounded linear operator on H, such
that {a € A : || [D,7(a)] || < 400} is dense in A, where [D,m(a)] is the
commutator operator. The operator D is called momentum (or, Dirac)
operator.

Remark 2. Note that we do not require that D has compact resolvent.

Here, for the spectral triple, we will take the Hilbert space
H = L*(u) x L*(n). We denoted ¢ : L?(u) — L*(u) the Koopman op-
erator IC, which is the (Hilbert) dual of the Ruelle operator £, which was
denoted by a.

We denote B = {L : L?(u) — L*(u) | L Linear bounded operator}.

We consider the diagonal representation

wiBo (G = (9002 ) D0 x ) (20

in such way that for L € B and (¢1,1,) € L*(u) x L?(11) we get
r(n ) = (Lo L) = (5 7 ) (5
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For bounded operators, we consider the norm given by the spectral radius
p(G).

A is the C*-algebra of bounded operators in L?*(u), 7 is the diagonal
representation given by (20).

D : H — H is given by (19) and we will show that the commutator
[D,7(L)] can be expressed by (32).

Remark 3. A hermitian operator L in A is called an observable. In Quantum
Mechanics the values obtained by measuring the observable L is the set of
(real) eigenvalues of L.

We denote by $ the set of Hermitian operators on L?(u).

| [D,7(L)] || <1 corresponds to saying that the Lipchitz constant of the
self-adjoint operator L € § is smaller than 1.

Consider the C*-algebra U of bounded operators acting on L?(u), and
denote by p a general C*-state acting on U.

Definition 4. The Connes distance between the C*-dynamical states p, and
p2 1S

de(p1, p2) = sup {wi(L) —wo(L)} (21)
Les, || [D,m(L)][|<1

Remark 5. The Connes distance corresponds to the 1-Wasserstein distance
among probabilities (see [7], [8], [16], [17] and [6]). The operator norm
(spectral radius) || [D,m(L)] || being less than or equal to one, should be in
some sense, analogous to saying that L has Lipschitz constant smaller than
or equal to one. We will show that the value || [D,nw(L)] || will be given by
expression (33).

For a given L in expression (21) it is quite important to be able to deter-
mine if either || [D,n(L)] || < 1 or || [D,n(L)] || > 1. One of the main issues
here is to exhibit explicit examples where one can determine if either of the
two options is true. This will help to provide lower bounds for dc(p1, p2).

Remark 6. On the issue of the estimation of the Connes distance (via the
sup in (21)), note that || [D,w(L)] || is linear on L, and for practical purposes,
a form of normalization on L is natural to be considered. It follows from
(32), (33), and triangle inequality that in the case ||L|| < 1/2, we get that
| [D,w(L)] || <1 (see Proposition 39).
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Below in Proposition 20, Theorems 21 and 22, and Example 23, we study
the properties of [D,n(L)] when L is a projection operator. As we are able
to estimate for several operators L (for instance the projection operators)
when || [D,7(L)] || <1, we get indeed lower bounds for d(wy, ws).

For the general case L € $ we need a more detailed analysis.

Given a continuous function f, we investigate a possible interpretation of
the concept || [D, 7(My)] ||, regarding either the associated forward discrete
time dynamical derivative or the associated backward discrete time dynam-
ical derivative in Subsection 2.2.

We will highlight now some of the main results obtained in our text.

One of our main purposes is to estimate the expression
| [D,m(KL)] ||, and more generally || [D,n(K"L")] ||,

n € N. In Theorem 34 we show that || [D,7(K"L")] || = 1.

Given a continuous function f : 2 — R, the multiplication operator M
is the one satisfying ¢ — My(g) = gf. The operators K" L™ and M are
generators of the Exel-Lopes C*-algebra introduced in [11] (see also [10]). In
Subsection 2.2 we also estimate || [D, 7(M;y)] ||.

In other direction, in Subsection 2.1, we get some explicit results concern-
ing || [D,n(L)] ||, for operators L of different kind, like projection operators.
For instance, taking into account the orthogonal family of Hlder functions
ey : 2 = R, indexed by finite words w = wyws - - - wy, w; € {0,1}, in Theo-
rem 18 we get

Theorem 7. Given a fired word w = wiwows - - - wy, l(w) > 2, denote by é,
the projection operator on e,,. Then, we get for the operator norm:

| [P, 7(éw)] || = 1. (22)
More generally, we get in Theorems 21 and 22 in Subsection 2.1:

Theorem 8. Given a non-constant L?(u) function v : Q — R such that
|| =1, denote by 1) the associated projection operator. Then, we get for the
operator norm:

| [Dr@)] I =1l 0 = 6K |
= sup /{6, 0)7 — 206, U)K, 0} 0, ) + (Ko, 2. (23)

lpl=1




Expanding ¢ = Y bye, + 5068 + 516(}; via the orthonormal family e,,,
where w ranges in the set of finite words, one can get an explicit expression

for || [D, ﬂ(zﬂ)} || in terms of coefficients b,,, which will be described by (62).
In another line of reasoning we will get Theorem 20 in Subsection 2.1:

Theorem 9. Given a non-constant L*(u) function ¢ : Q — R such that
|| = 1, denote by 1 the associated projection operator. Then, from the

value (IC(1),v) we will be able to get the explicit value || [D,W(?ﬁ)] | which

satisfies ;
752 [PA@)] 121 (24)

Note that for a Hlder function ¢ we get (K(v),%) = 1 only when 9 is
constant.

Following a different rationale in Proposition 22 we get:

Proposition 10. Suppose ¥ with norm 1 is a Hlder function in the kernel
of the Ruelle operator L, then

| [P.r@)] =1, (25)
If v is of the form 1 = K¥(f), k > 1, where f is in the kernel of the Ruelle

operator L, we get the same equality.

Moreover, from Proposition 23

Proposition 11. For a generic Hlder function v with norm 1

| [P.r@)] > 1. (26)
We get (25) just when (IKC(1),v) = 0.

We address the issue of possible interpretation of || [D, 7(M;)] || regard-
ing forms of discrete time dynamical derivatives for f. In Subsection 2.2 we
show for the multiplication operator M the following result:

Theorem 12. Vf € C(2):
[f = foole=IKf = flu 2 | [DinMp [ 2 |f = LSl (27)

The left-hand side of (27) concerns a form of the supremum of dynamical
mean forward derivative for f. We will get equality on both sides when f
does not depend on the first coordinate.
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Moreover,

Proposition 13. Vf € C(2):

1D, w(Mp)] || = Elle—f|2

\/ i L 1) — s

. (28)

= sup
el

The right hand side of (28) is a special form of supremum of mean backward
derivative for f.

In Proposition 43 in Section 4 we estimate expression || [D,n(H)] || for a
compact self-adjoint operator H.

Proposition 14. Consider the compact hermitian operator H : L*(u) —>
L?(u) in the form

H = Z by = Z i [i) (il (29)

where the vectors {1;} form an orthonormal basis for L*(u), and \; are the
real eigenvalues.
Then,

I [D,=(H)] |* <2 (H HIP+) WM) : (30)
i,J
In [20] the authors compute explicitly the Connes distance in a finite-
dimensional case for the 2D fermionic space (a non-dynamical setting).

Results for spectral triples in a dynamical context can be found in [6],
[15], [16], [17], [28] and [29].

2 The Dirac operator

For normal (and in particular, both self-adjoint and anti-self-adjoint) ele-
ments, the norm considered here becomes

|G = sup |G(0,v)] .
(¢.0) €L (dp) x L2 (dp)
6% +[1]*=1
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Further, notice that concerning operators of the form:

0 A : A0
T—<B O) or of the form: T—(O B’)’

the operator norm (not necessarily equal to the spectral radius norm) be-
comes simply:

1T = sup T (¢, )]
(¢:0) €L (dp) x L2 (dp)
o> +]p[*=1

= sup T(¢, )
\ (¢,9)€L? (dp) X L? (dps)

6> +]|°=1

= sup |AY[* + |Bg|®
(¢)EL? (dp) x L (dp)
\ |61 +w|*=1

2 2
< sup AP+ B0l
($)EL? (dp) X L (dp)
\ |67+ [*=1

< sup max {| A |2, | B2} [¢[° + o[
(¢:)EL? (du) x L* (dp)
\ |61+ *=1

= max {|[ A, || B}

or

IT || = sup
(¢0)EL2(dp) x L2 (dp)
o> +]v)*=1

= sup T (6,9)|
(pp)EL?(dp) x L2 (dp)
o[ +]y|*=1

T'(6.0)]

= sup A6 + |B'y?
(pap)EL?(dp) x L2 (dp)
6> +]ep|*=1

IA

’ 2 ’ 2
sup A 12" + 1| B"|I? [¥]
(o) eL?(dp)x L2 (dp)
\ |6l +w*=1
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< sup max {|| A" ||| B |12} |¢|* + ¥
(¢)EL2 (dp) x L2 (dp)
lo|*+]y|*=1

— max {|| A'|I, | B}

Finally, one may use a simple approximation argument to show the opposite
inequality. We will do it here for an operator of the first form, assuming,
without loss of generality, that || Al > || B .

Let (¢,)n be a sequence of functions such that |y, | = 1, and lim,, |Ay,| =
|| Af|. Then ((0,%y,)),, is a sequence of pairs of functions such that |(0,,,)| =
1 and

lim |7°(0, ¢,,)| = lim | (A%, 0)|

= lim | A, |
= [ Al
This implies || T|| > || A || and consequently || T'|| = || A

Thus:

ITI =max{| All| B}, and: |7 =max {4 |15 |} (31)

Notice our momentum operator, which is self-adjoint, is then bounded,
with a norm equal to the maximum of the norms of K and £. These two
operators being adjoint to one another have the same norm, and thus, || D || =
|| =1 £] =1. But if D has a spectral radius equal to 1, its spectrum is
bounded, and thus it cannot have compact resolvent.

We get that for each L

_ 0 fiL—Lff
[D’”(L”_ﬂ(fL—Lf 0 )

0 KL-ILK
:(LL—LE 0 ) (82)

If L is self-adjoint, it will follow from (31), (32) and Lemma 15 that

D, w(L)] || = I (£L = LL) || = [[ (KL = LK) ||. (33)
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Proposition 18 will exhibit non-trivial operators L such that || [D,7(L)] || =
1.

We will consider later for each word w the projection é,, on e,:
1/} — éw(w) = W, ew) Cw-
In this way,

. 0 Keéy — e,k
Dol = (g Loe <),

Our purpose from now on is to estimate the value of || [D,7(é,)] |-

(34)

Lemma 15. If L is self-adjoint, then
(LL = LL) || = [[(KL = LK) |-
In particular, zf@& is the projection on the unitary vector 1 € L*(u), then

(L — L) || = || (Kb — DK) |].

The main conclusion is

| [D.7(5)] | = max {1 (6 — o) |1, | (£ — L) ||}
= || (K —¥K) |I. (35)
Proof. Notice that:
| A = sup |Ag[

lp|=1

= sup (Ag, Ag)
j6l=1

= sup (A"A¢, ¢)
jol=1

< sup [A"Ag[ |¢|
=

< sup || A" A o[
jol=1

< [FAT AT,
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Which implies:
A< [ A* ]I
If we take A = A*, this means:
A" < [[A™ | = [ AT,
And thus:
Al = [} A* ]
Then, if T is a self-adjoint operator, it follows that:

| LT —TL| = || (LT —TL)" |
— || 7L - LT
— || TK — KT
— || - (1K - KT) |
— | KT - TK|.

By taking T' = 7,@, a projection on the element v of norm 1 we get:

L4 =L = || K —PK].

2.1 Estimates in the case of projection operators

In this subsection, we consider operators L such that L = 1@ is a projection
on a Hlder element v with L? norm equal to 1. We want to estimate

| [D.7()] I (36)

Proposition 16. Suppose €, = €y wyo,, (W) > 1, then

(e — 64K)(6) = \@[ ([ ewddi)enn+ e1) = [ oy, G )

% [(ew: &) (cow + €1w) = {€otu), P)ew]
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and

<£éw_éw£><¢>:£ ([ cwtdn o, = [(anten)odu e

% [<6w7 ¢>60(w) - <60w + Clw, ¢>€w] .

Moreover,

— é68/C>(¢) =—V2 (€9, 9) (100 + 110) + {€f, (¢ © 0))ep,
— éeélC)(@ = V2 (ej, ) (101 + 111) — (e, ($ 0 0))eg,

(Léw — eql)(9) = —@ (€8, 6) + V2{(100 + 110), 8) €3,

. . 1
(Légy — e L)(¢) = \[5@7 ) — V2((101 + 111), 0) 5.
For the proof see Proposition 44.

Proposition 17. For a word w satisfying l[(w) > 1, given a generic word 0,
and the corresponding element eg, we get that

(Kew = uk)ea)? = [((Kew = euk)(en) P (30)

is equal to 0, if w # W # waws -+ - Wy, 18 equal to 1/2 if w # 0 = waws - - - Wy,
and 1s equal to 1 if w = w. Moreover,

(Léw — eul)(ea) = / [(Léw — L) (en) ] dp (38)

is equal to 0, if W # w # ow, and is equal to 1/2 if either W # w = ow or
W= w.

For the proof see Proposition 45 in the Appendix.

Using the above results we get:
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Theorem 18. Given a fized word w = wywaws - - - wy, l(w) > 2, we get for

the operator norm
H (’Céw - éwlc) “ =1,

and also:

Therefore:
I[P, m(éw)] | = 1.

For proof see Proposition 46 in the Appendix.
We denote by B the set

B={Le Al [D (L) <1}
Given 1 such that |¢)| = 1, we consider the projection v:

& — h(0) = (,0) V.

Assume that
= buey + Boch + Biej,

in such way that Y b2 + 65 + 7 =1, and

0 1
o= Z A€y + Qoey + ey,
u

in such way that Y a2+ a2+ af =1
One can show that

1
K@) = ; buﬁ(em + 1) — \/550(100 +149) + \/551(101 + 191).

Note also that:

1
‘C(QS) = Z GUTGU(U) + L (CLOeo + aieq + aoeg + aleé)
l(v)>2 2

17

(39)

(40)

(41)

(42)

(44)

(45)



1 1 o1
= lz %Eea(u) + 5 (ap + ay) (6(;) + 6@) + NG (a1 — ap)
(v)>2
= Z avieo(v) + L (ao + ar) (eg +€p) + L (a1 — o) (g — €7)
o3 V2 2 V2

S ey + (1 (a0 + a1) — >) 0y
= Ay—=€g() + —= | —=(ap +a;) — (1 — ) | e

n % (% (ag + a1) + (o — ao)) €-

Denote

by 1
- ;E(%u—i—blu) + §(b0+bl)(ﬁo+ﬁl). (46)

Note that |[K(¢)] =1 and |By| < 1.

Given ¢, 1, an estimation of the value

(0. 0)* = 2(, V) (K, ) (Kb, 9b) + (Kb, 1) (47)

will be important regarding the future Theorem 21 (see expression (57)). We
will address this issue soon and this requires to estimate B.

Example 19. As an example, take a fized finite word w on the symbols
{0,1}, with l(w) > 1, and ¢ of the form

Y = byey + boweow + biweiw, (48)
where b2, + b3, + b3, = 1. Then,
K0) = 6+ exu)b + (€an + er0n) i + (cons + )bl (49
and ;
By = (K(¥),¢) = \/—%(bow + b)) (50)

Considering this kind of v, for the future expression (57) we get

1 ) 1
b2 4 = (boy + b1w)” — 2byy——= (bow + b1y ) By =
\/w 2(0 1w) \/5(0 1w) By

18



1
\/ 0%+ 5 (bow + biw)® — b2, (bow + brw)’,

which can be shown to be smaller than or equal to 1, and to be equal to 1
only when b, = 1,by, = 0 = byy. In this case it follows that v is of the form

UV = €y.

We thank M. Denker for a suggestion we used on the proof of the next
result (it applies when W = K).

Theorem 20. Consider a real Hilbert space H and the action of a linear
operator W : H — H that preserves the inner product. Then for a fized
v € H with norm 1, and any variable ¢ with norm 1, we get that

S (0. ) — 2, D)W B W) + W > 1. (51)

There exists an element v, and a particular ¢ in the two dimensional
linear space {1, W*(1))}, where the mazimal value 9/8 is attained.
The upper bound in claim (51) is true for either the Koopman operator

IC, or a unitary operator.
In order to get the value 1 in (51) we have to take (W(¢),v) = 1 or
W(),v) = 0. For the Koopman operator (K(¢),v¥) = 1, only when ¢ = 1.

Proof. Given 9 of norm 1, consider the linear subspace space Y generated
by the basis {, W*(¢)}.

Denote ¢ = cos(0) = (¢, W*(¢)) = W(¢),v) € [—1,1]. Note that W(¢))
does not necessarily belong to Y.

For fixed ¢ with norm 1, given a vector ¢ € H of norm 1, denote ¢ =
agy + Pog, where |11 = 1 = |is|, 1 € Y and ¢y is orthogonal to the linear
subspace Y. In this case o® 4+ % = 1, (¢2,%) = 0 and (¢, W*(¢)) = 0.

Denote ¢ = a) + b1p, where [P =1= 1|, (b, by =0,% €Y, a,b#£0
a? 4+ b2 = 1. Also denote d = (1h, W*(¢)) = (W(),¢) = cos(f + %) =
+5in(f) € [~1,1]. Note that W(1)) does not necessarily belongs to Y.

Then,

(6, 90)" = 2(0, V)W, ) (Wi, ) + (Wo, ¥)* =

(agy + B2, ¥)* — (ady + Boa, 1) (aW(d1) + W (h2), V) c+
(aW(¢1) + BW(¢2), ¥)? =
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(g1, 1)? — (agr, P)(aW(¢1), ¥) ¢ + (W (1), ¥)* =
(a(a) + b)), ) — (a(ar) + b)), ) (a(@W(@) + bW(D)), ¥} e+
(a(aW(W) +bW()), ¥)* =
a’a® — aaa(ac+ bW (), 1)) ¢ + a*(ac + b(W(1)), ¢))* =
o?[a® — a (ac + bd) ¢ + (ac + bd)?], (52)

where
lof < 1,6 +b* =1=c+d* (53)

Given a fixed «a, the maximal value of a? —a (ac+bd) ¢+ (ac+bd)?, under
the constraints (53), is the value 9/8 attained when

V3 1

a=———,c=—=,0r c= —.
2 2 2

When ¢ = ¢; € Y, we get get a = 1, which maximizes (52). Taking
a =1 means a = (¢, ).

For the case of the Koopman operator K (associated with the maximal
entropy measure on {0,1}") the maximal value can be realized. Indeed,
given any finite word w, consider in Example 19 the values b, = \/Li’ bow =
—1/2 = byy. Then, we get (K, ¢) = —% = ¢, when v is of the form
U = byeyw + boweow + b1weiw- For such ¥, the function 1@ = \%ew—i— %egwjt%elw
is orthogonal to 1) and has norm 1. Take ¢ = ¢; € Y, and moreover set

V3. 1,

¢1 = —7¢ + §¢-

In this case, for such 1, taking such ¢; we get the maximal value

(&, 9)* = 20, ) (W, 0) (Wi, 9) + (W, )* = 9/8.

Consider the function G(a,c) = a* — a (ac + bd) ¢ + (ac + bd)? .
For a fixed value ¢ the partial derivative

G(a,c)  9[a*> —a(ac+ bd) c+ (ac+ bd)?]
da Jda
¢ 2acvl—a® +V1-—-2aV1—-?) (54)
V1—a? ‘
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Given ¢ the value a = a,. such that 2acv1 — a2 +v/1 — 2—2a* /1 — 2 =
0, producing the largest value G(a,, c) is

Vite
7

a. =
and the largest value is
1 2
G(ae,c) = 5(2—1—0—0 ) > 1.
Therefore, given ¢ we get ¢, and then we choose ¢ = a1 + biﬂ such that

a=1ana=a,. O

Theorem 21. Using the notation of (43) and (44), take a non-constant
=3, bueu+ Boeg + Brey € L*(), such that || =1, and denote by By the
value given by (46).

Then, zflﬂ denotes the projection operator, we get the operator norm:

N N N N N 3

L< | Do) = max {1l (K0~ KL (0 = 9L) I} < 25 (55)
This is so because 3

m > [ (Ky —¢K) || = (56)

= sup V{6, 0)2 = 2(, 0) (K, ) (Kb, ¥) + (K, ¢))? (57)

> sup \/bﬁ, + % (bow + b1w)2 2bw% (bow + 1) By, (58)
and 3

23 > || (LY —L) || = (59)

= s VA, )2 = 2(0, V) (L, VY (Lap, ) + (L, ¥)? (60)

> sup 4 /b2 + 1?)2 —2b Lb B (61)

= Su w T 5% (w) NG o(w) 2y



The inequality comes from Theorem 20.
In terms of the elements of the basis, we get for ¢ of the form (44)

K3 (¢) — DK(9)|* = (Kib(8) — DK (9), Kib(¢) — YK () =

0.0+ (5 D0 O b -+ a0)br 00 + 00 = ) B o)
=2 (000 {75 22 00 (o )+ (00t +u) + o =) B )|

bu 1
[lél b+ b1 + 5 (B B1) (B + B} (62)

For the proof see Proposition 47 in the Appendiz.

Theorem 22. Suppose ¥ with norm 1 is a Hlder function in the kernel of
the Ruelle operator L, then

| [Dor@)] I =11 (Kd =) | = 1 (L6 —dL) | =1 (63)

Moreover, take v a Hlder function of the form 1 = KF(f), k > 1, where
f 1s in the kernel of the Ruelle operator L, and has norm equal to 1. Then

| [p.r@)] =1,

Proof. Given a function ¢ with norm 1

(6,46 — 20, W) (K, W) (Kb, 6) + (K, 1) =

(0,9)% = 2(0, ) (Ko, ) (0, L) + (6, L) = (¢, 1) < 1.
Taking ¢ = 1) above we get

(W, 1) = 200, ) (K, ) (Kb, ) + (K, 9))* = 1.

Therefore,

| (Kp = K || =
sup /(9. 9)? — 2(0,v) (Ko, ) (Ko, ) + (Ko, 0P = 1. (64)

lpl=1
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For the second claim, assume that v is a Hlder function of the form
Y = K*(f), k > 1, where f in the kernel of the Ruelle operator £ has norm
equal to 1. Then, 1) = K¥(f) also has norm equal to 1.

Then, taking ¢ = KF(f) = ¢, we get

(I, ) = (KKK (f), KF(f)) = (K(f). f) = (f. L(f)) = 0. (65)
Therefore,
(0, 9)? — 2(, V) (K, ) (Kb, ) + (K, 9h)* =
(0. 0) + (Ko, 9)* = (d,0)* = 1. (66)
Note that in the notation of Theorem 20 we get that

¢ = cos() = (K(¢),¥) = 0,

and
(0,0)* = 2(, V) (Ko, ) (Ko, ¥0) + (K, 9h)* =
o?[a® — a (ac + bd) ¢ + (ac + bd)?] = o? [a® + (bd)?], (67)
where
la] < 1,a> + b =1=c*+d* (68)
As o? [a® + b*d?] < 1, because |d| < 1, we get (63). O

We denote 91 the kernel of the Ruelle operator £. From Wold’s Theorem
(see Section 7 in [2]), it is known that the following orthogonal expression is
true:

L) =Hee®@NOKMN - LM (69)

where H is the set of almost everywhere constant functions.
As we will see one can get explicit values for the action of the Dirac
operator on general projections.

Proposition 23. For Hlder functions ¢ with norm 1 such that
peNOLMe - oKMa---,
take ¢ = (KK(¢),¢). Then
A 1
| |Dr@)] Il =5E+e—e). (70)

The value ¢ can be obtained explicitly and in most of the cases %(2 +c—
c?) > 1. This will happen for a generic 1.
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Proof. Assume 1 with norm 1 satisfies
Y = aofo + aiK(fi) + ankC?(fo) + -+ an KV (fie) + -, (71)

where Y 77 ai =1, and | fi| = 1, Vk. By exchanging the signal of fj, we can
assume that all o, > 0.
From Proposition 20, if ¢ = (K(¢), ) > 0, then || [D,ﬂ(@/;)} | > 1.

One can show that
c= (K, ) = aoar(fo, f1) + araa(fi, fo) + aeas(fo, f3) + -,

and then we get one gets the value || [D, 7'('(12})] I|.

Take for example ¢ = agfo + a1 K(f1), ap # 0,1, where (fy, f1) > 0.
Then,

¢ = (K¢, ¢) = agan(fo, f1) > 0.
If in (71) we take (fj41,f;) = 0, j > 0, we get ¢ = 0, and then
| [D.a@)] =1, 0

2.2 Estimates in the case of elements in the Exel-Lopes
C*-algebra

In this section we are interested in estimates of || [D,m(L)] || for operators
L of the form L = My or L = K" L", considered in [11] (see also [10]).
We are also interested in an interpretation of || [D,7(My)] || as a form
of the supremum of a discrete time dynamical derivative of f. Note that
|f — foo|le <1 could be seen as a dynamical form of saying that f has
Lipschitz constant smaller than or equal to 1. We will explore here such a
point of view.

We denote by B the Borel sigma-algebra on {0, 1} and p the measure of
maximal entropy.
First, we consider multiplication operators of the form:

My L (p) —L*(n)
g—1rg,

for a given continuous function f : {0,1}" — R and measurable functions
g € L*(p). Here, we will always use f € C(Q) to denote a continuous
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function and g € L?*(11) to denote a square-integrable function. We will use
the expression |- | for the L*(p)-norm and |- | for the supremum norm.

Among other things, we will be interested in a dynamical interpretation
for the action of the Dirac operator D which was introduced before; more
precisely, for the action of the operator

D, m(My)]. (72)

As mentioned before, one important issue is to know when the norm of this
operator (acting on L?(u) x L*(u)) is smaller than or equal to 1. Concerning
the Connes distance, a kind of normalization condition on f would be then
natural, for instance, |f|. = 1, or perhaps, f(0>°) = 0. But, we will not
address this issue here.

One of our main results in this section is Theorem 29 which claims

Theorem 24. Vf € C(Q):

[f = foole =IKf = fl 2 [ D aM [ 2 [f = L£fl- (T3)

We will get equality on both sides when f does not depend on the first
coordinate.

Another important result is the estimate of Proposition 25:

Proposition 25. Vf € C(92):

| (D w(My)] | = '\/£|7Cf—f|2

That is, instead of projection operators (the case analyzed in a previous
section) we will be now interested in results for the multiplication operator
M. The operator D is dynamically defined, and then, any form of inter-
pretation should also carry this structure. It seems natural to us to presume
that f— foo could mean a derivative in a dynamical sense. The next Lemma
is in consonance with this point of view.

The expression

(74)

[e.e]

f—foo (75)
is a dynamical form of discrete time forward derivative.
Note that from (73), if |f — f 0 0] < 1, then || [D,7(My)] || < 1.
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Later in (82) we will present a dynamical form of discrete time mean
backward derivative:

f (@) = fO2)]* | |f(x) — f(12)?
\/ 2 * 2 '

(76)

In this direction in Proposition 25 we get the expression

z€Q 2

Lemma 26. Given any f € C(2), we get that [D,m(My)] = 0 is equivalent
to f— foo=0. The latter zmplzes that f is constcmt

Proof. To prove this, first remember that since M is self-adjoint:
KMy = MK || = | LMy — ML
Notice if f = f o o, then:
KM;(g) — M;K(g) = K(fg) — fKg
= (Kf) (Kg) — fKyg

(Kf =) Kyg
0.

Thus, LM; — ML = 0, and consequently [D,n(M;)] = 0. On the other
hand, if [D, 7(M/)] = 0, then:

| KMy = MK || = | £M; = M L]| =0,
and in particular:

[KM;(1) = MKQ)| = [Kf — f]
= 0’
which means f — foo =0. O

The above motivates us to say that being constant with respect to (72)
is the same as f being constant. But, of course, not all continuous functions
are invariant for the shift map, and now we will analyze this more general
family of functions.
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Remark 27. As p is o-invariant:

1

gl - (/|goa|2du)é = ([1oPau)" =1al

This means that there exists a correspondence of the values on the left side
(functions that are o~ (B) measurable), and on the right side (functions that
are B-measurable).

It also follows that

sup | fKg| = sup |fKg|. (78)

lg|=1 [Kgl=1

With the above Remark in mind, we look at the identity:

| [D,7(Mp)] || = | KMp— MK
= ﬂl:pl (f = f)K(g)l. (79)

It is known that if f is continuous

sup |fg] = [f|, -
lg|=1

It is also known that IC L(f) is the conditional expectation of f given the
sigma-algebra o1 (B).

Lemma 28. Vf € C(Q):

[l = sup [fKgl > L]l - (80)
gl=1
Furthermore, if f € C(Q) does not depend on the first coordinate (that is, if
[ is o7 (X)-measurable), then all above inequalities are equalities.

Proof. First, we will show (80). Note that from Jensen’s inequality for con-
ditional expectation

| floo = sup | fg]
lgl=1
> sup [fKyg|
IKgl=1



= sup | fKyg]

lg|=1

— up ( / \fng\Qdu>
lg|=1

Now, we will show the next claim. If f does not depend of the first
coordinate we get that |f| = |Lf]

Indeed, note that given any = = (z1,29,---), the two preimages yo =
(0,21, 29, ), 11 = (1,21, 29, ) are such that f(yo) = f(y1). Denote by
z = (a1,as, -+ ,ap, -+ ) the point where the continuous function f assumes
the maximal value |f|_ . Then,

,C(f)(U(Z)):%(f(l,ag,ag,"- 7ana"')+f(07a27a37"' 70%7'”)) = |f|ooa

which is clearly the maximal value [Lf]|_. O
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Theorem 29. Replacing f by Kf — f in (80), in view of (79), we get
VfeCQ):

IKf = floo 2 1 PsmMpI I 2 |f = £

Moreover, if f does not depend on the first coordinate, then the same is true
for Kf — f, and we get the equalities:

IKf = Flo = 1 D, mMp] | = |f = Ll

Proposition 30. Vf € C(Q):

| oMo | = VLIS - fF 1)
Ezxpression (74) can be written as
2
T _Sup\/ fa IEETITET—
zeQ

The right-hand side of (82) is a form of the supremum of mean backward
deriwative.

Proof. We have:

(e
- sup ([ 19 coP du)

= ([ ) )
o ([ (21 |g|2cm)é

=] (VEUT)

|y

then we substitute f for Kf — f. ]
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Corollary 31. Vf € C(9):
Kf=fl <1 = [ [D,7Mp)] || < 1.

Remark 32. The converse is not true. Take for example the function

f =21 € C(Q). Then

IKf—fl, = )\/5(1[00} + 1[10) — 1[0])‘OO
= ’\/5(1[10} — 1[01])‘
=v2>1.

On the other hand, (74) allows us to show that || [D,m(My)] || = 1. That is
because:

I D, m(Mp)] || = sup

e

= sup \/ —
z€Q 2

=1.

\/ fla | ) - s
2

Notice that expression (82) is a form RMS (root mean square), also called
quadratic mean, and as such, a generalized mean in the sense of Kolomogorov
(see [4]), concerning the differences |f(z) — f(0x)| and |f(z) — f(1z)|. Thus,
we may say the (operator) norm of the momentum of a given continuous
function f, as we have previously defined, measures the supremum of a Kol-
mogorov mean. In particular, it satisfies the following inequalities, which
follow from the inequalities for generalized means of different orders as in
24, Subsection 2.14.2; Theorem 1]. Here, in the notation of [24] we are
considering orders —oo, —1, 0, 1, 2, and 400 respectively:

2

sup min {|f(z) — f(0x)[,[f(x) — f(1z)|} < sup T n
zeQ 2€Q TF@)—F02)] T F@)— f(lr)l

< sup /[ (@) = FO)[[£(w) = F{12)]
< qup @) = FOD)] | |f(@) — (1)

zeQ 2 2
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<[P, m(Mp)] |l
< supmax {|f(z) — f(0z)|, |f(z) — f(1z)[}

e

plus in general for all —oco < p <2 < ¢ < +o0:

sup
zeQ

(If(fﬂ) = fO0)f° | [f(@) ~ fA2)]"

: JEIEY < aa

(fo-fear 1 - f(lx)ﬁ)é |

< sup

z€Q 2 2

The next result provides estimates for the the L?(u)-norm (not for the uniform norm).

Lemma 33. Vf € C(Q):

IKf—fl<1
[ DaMpl [ <1 = &
ILf = fI<1.

Proof. Suppose || [D,m(My)] || < 1. This implies that:
KMy = MK = [[ My = ML < 1.
The constant function 1 € L?(x) has norm equal to 1. It follows that
KMy (1) = MR = [Kf = fl < 1,
and

[EMs(1) = ML) = |Lf = fI < 1.
O

Now we will consider estimates of the value || [D,n(L)] || for the class of operators
L=K"L",n>1.

It is known that L = K™L™ is the conditional expectation operator on the sigma-
algebra o~ "(B) (functions which do not depend on the n first coordinates). First notice:

(D, m(K"L™)] = 0 KK"Lr — KL IC)

(L‘IC”E" —KrLL 0

B 0 KKnLn — Knent
ALY — KL L 0

_ 0 ]C(Knﬁn 7]Cnflﬁnfl)

- (lcn—lﬁn—l _ ]CnLn) L 0 .
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The operator K* 1L~ — " L™ is the difference between two projections, where the range
of one is contained in the range of the other, and as such, is also a projection.
Note that

K‘n—lﬁn—l,cn—lﬁn—l _ IC”_IL”_lK”,C"
7Kn£nlcn71£nfl + CnLngcn Ln

B K:n—l[/n—l —Knpn

- _’CnEn + ]Cn[:n

— ’Cn—lﬁn—l —Knon,

(K:n—lcn—l _ Icnﬂn)2 _

Theorem 34. Givenn > 1
| [D,m(K"L™)] || = 1. (83)

Proof. We know that IC preserves inner products, so that for any bounded operator A:
| KAl = sup |[KAg|

lgl=1

= sup /(KAg,KAg)
lg|=1

= sup +/(Ag, Ag)

lg]=1

= sup |Ay|
lgl=1

= 1Al
Substituting A for K"L" — K" 1L~ we get:
D, x(CL™)] || = | (Kr=tLn =t — KL £
— H K (]Cnl:n _ ]Cnflﬁnfl) ”
— H Kren — Icn—lﬁn—l ”
— H ]Cnflﬁnfl _Knon ”
=1.

O

3 A generalized boson formalism for the max-
imal entropy probability

In the space L?(u1) consider the action of the Koopman operator K = L*.

In this section we elaborate on the meaning of a dynamical version of generalized boson
systems which we introduced before. We present the computations that are required for
the justification of several claims presented in the Introduction section 1. We will describe
in detail different estimates that will corroborate our claims for this setting, and the
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differences and similarities with respect to the non-dynamical point of view. The main
results are summarized in Propositions 36 and 37.

Denote f = %ﬁ and f1 = %IC. The main CAR relation should be {f, ff} = I (it
will not be true here).
Assume that J is continuous, positive, and satisfies for any z

> Jy) =1
o(y)=a

We call J of Jacobian.
The Ruelle operator Liog s acts on continuous functions ¢ and is defined by

Liogs(0)(x) = > T()e(y).
o(y)=z

¢ — (Liog 7 © K) () is the identity.
We want to obtain results similar to the ones in [6].

Note that KL(f) is the conditional expectation of f given the sigma-algebra o~1(B),
where B is the Borel sigma-algebra in {0, 1}"Y. Therefore, if f does not depend of the first
coordinate we get

KL(f) = f. (84)

However, as we mentioned before, the CAR relations are not true: indeed, for any z
and any ¢

{Liog 1, K}H&) (@) = (Liog 7K + KLiog 1)(9)(z) = p(x) + Y J()o(y).
o(y)=o(x)

This means

FIN0@ =50+ Y T)ol) £ o).

o(y)=o(=)

Note that in the case ¢ does not depends on the first coordinate we get that
(.11 9) = 9. (85)

Is it natural to consider bounded operators acting on the L?(u1) space F of the functions
¢ that do not depend on the first coordinate. Then, CAR

{(f.fiy=1 (86)

is true on F.
Nonetheless, for the general case of ¢

Jiexy@ =2 [odn
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Then, we get

[0 1Y@ = [ . (s7)

In this way { f, fT} # I, but anyway, when we consider the action of integrating
functions in the L?(u) space, we get something similar to CAR.

Note that

[Liog 1, K] (9)(2) = (L1og 7K — KLiog 1)(0)(x) = d(x) — > J(y)e(y). (88)

o(y)=o(z)

For the boson formalism the Number operator KL acts on the L?(u) space. In this
direction, the CCR [ f , f T} =1 is not true, however, a generalized boson form of CCR, as

in [19], will be considered in expression (127).
Here we take f(n) = 2-"/2 for the dynamical generalized boson system we consider.

From now on = {0,1}, J = % and p is the measure of maximal entropy for the
shift o.

Denote by w = wiwaws - - - w; a finite word on the symbols {0, 1}.

Given a finite word w = wywows - - - wy, we denote by I(w) = [ the size of the word w.
We denote by [w] = [wywaws - - -w;] the associated cylinder set.

We say that @ = ajag -« - a, isaprefixof w = biby - - - by ifr < sand w = ayas - apbpyg - -

We use the notation @ < w. Note that if w is not a prefix of @ and also @ is not a prefix
of w, then the product of the functions ez e,, = 0.
If z < y we get that

eg ey = V2e, = —(—1)¥@+14/2l)e, . (89)
Moreover, if z = y, then
€y €x = 21(z) (l[ajo] + l[ml]) = 2l(m)l[w]. (90)

From [6] (see also [16]), given w, denote

1 ( [a(w0) [a(wi] )
Cw o Lwi] — o1 L[w0] (91)
/M([w]) p([wl]) p([w0])

W* denotes the set of finite words w with size I(w) > 1. By abuse of notation we will
say that o(wjwows -+ - w;) = wows -+ - w; when [ > 2.
In Appendix B in [6], adapting Theorem 3.5 in [16] to our case, it was shown that

B {ews we W {—u(0) 1), p(1]) Fap

is a Haar basis of L%(p).
In the case log J = log1/2 we get a more simple expression: for each finite word w

ew = N (Lfw1] — Ljwo)) - (92)
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Note that u([w]) =27, where [ = I(w) > 1 is the size of w.
In order to get a (Haar) basis we should add to the different e,, the functions

ey =— 1) = —V21p), and ej = 1) = V21 (93)

|~
=

w((0])

The relations (89) and (90) will play an important role in this section. From [22] (see
also [23]) we get:

Proposition 35. Given © = x1x2 - - x, with a size larger than 1. When log J = log1/2,
forn>1

1
V1/2L (€x1252,) = ) Croxy-- -z, - (94)
that is,
£ (eriaen) = (95)
€xixo-x,) = = Croxzexy -
V2
Moreover,
V2 1
Leny) = L) = 5 @py — 1) = 5(66 +ep), (96)
1
L(z5leh+ed) =0 (o7)
(95) and (2) justifies to call a = L a generalized annihilation operator.
Other relations will be required for our reasoning. Note that for k < n
1
‘C’k (e$1$2"'mn) = (ﬁ)k e$k+1zk+2“'In' (98)
Moreover,
A 1 1
I | N
fleh) = ZL(ed) = = (99)
and )
flef) = = = —=L(e 100
f(ep) 7 (ep) (100)
Note that in this case for [(w) > 1
Fr(ew) = "2 K(ew) = 2 (eou + e1u). (101)
V2 2
that is,
1
K(ew) = —=(egw + €1w), 102
( ) \/i( 0 1 ) ( )
and
V2K(ew) = (cow + €1)- (103)

35



Therefore, from (2) it is natural to call ¢ = C a generalized creation operator.

Moreover,
K(e§) = =2 (100 + 110), (104)
and
lC(e%)) = \/5(101 + 111). (105)
As ) .
Lef+e))=———=0, 106
(eg + €p) oG (106)
we get
KL(ey+€j) = 0. (107)

Therefore, it is natural to call ej + ef} the vacuum. Note that from (104) and (105)

K(eg+ eg) = cleg + €j) = eq + e1, (108)
which means ) 1
feh+ep) = E(‘%‘Fel):f(l)(eo—i‘el)- (109)
One can show that
1
(f"(ep+eg) =Fn) D Carazan (110)
a1,az, - ,an=0

The above expression corresponds to (A3) in [19], when f(n) = 27"/2.
Note for the word w = wiws ---wy, [ > 1
fT f(ew) == LIC L‘c(ew) = 1(6011;2"41)1 + 611112~-wl)7 (111)
V2 V2 4
that is .
ca(ey) = K Lew) = = (€owsw; + €1ws-w;)- (112)

2

Therefore, from (2) and (112) it is natural to call ca a generalized number operator.
Note that given w = wiws - - - w;

[a, ¢ (ew) = [£, K] (ew) =

(LK—-K L)ew) =ew— %(eow.“wl + €1y, )- (113)
The above expression will help to get (127).
Moreover, from (96)
F1 Fer) = 5K £er) =
1

575 Rt = 2uam0) = o1+ e0) = F1 fleo) (114)
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Finally,

fr ) = K(=35)=—5—7% (115)

and )
f1f(eq) = 7

Moreover, for w such that I(w) > 1

IC(%) =5 (116)

{f7 fT}(ew) = {7'67 -
%ew + %K(\/l/Q Covg-wy) = 6w + i(eow...wl + 1wy -y )- (117)

It follows that .
{f7 fT}<€0w2'“wz + 61w2"'wl) =

1 1
[56011)2""11)[ + Z(QOwgwwl + 61u12~~wl)]+
1 1
[§€1w2...wl + 1(601112"'11)1 + elwz..,wl)] = €Qwg--w; T Elwg---w; - (118)

Given any word w = wywsg -+ - wy), I > 1, consider ¢ = Py wsy--w,, Of the form
¢w1w2-~wl = €0w2...wl —+ €1w24..wl. (119)

It follows from (118) that ¢y, [(w) > 1, is an eigenfunction for {f, fT} associated to
the value 1 (see Remark 3).

Given two words w and w, if Wy # we, but ws -+ w; = Wy ---wy, then ¢, = ¢pgp. In
any other case, (¢, og) = 0.

Moreover, from (112) we get for w = wyws -+ - wy;

K™L™ (ew) =27 | D eyunprwmanw | # (KL)™ (ew)- (120)
(y)=
Note that
(Kﬁ)¢w1w2“‘wl = (’C‘C)(eow2“-wz + el'LUZ“"LUl) -
1 1
[§(€Ow2---wl + elw2'”wl) + §(eOw2---wl + elw2"'wl)] =
(60w2~~~wl + elwgmwl) = ¢u11w2~~wl- (121)

Then, ¢, w,--w, is an eigenfunction for KL associated to the eigenvalue 1.

From (121) and (107), we can say that KL is a version of the generalized fermion
Number operator (see (2) and Remark 3).

The C*-algebra generated by K™L™, m > 0, is the topic of [11] and [10]. The
C*-algebra generated by K™L"™, m,n > 0, is the topic of [13].

The next proposition summarizes the results mentioned above.
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Proposition 36. Consider the operators a = L and a* = ¢ = K (and also f: %L and

oK)
From (98) and (102) we get that when l(w) = l(wyws - wg) =k >m >n

K™ L (ey) = K™ L™ (ewyws--wy,)

1. 1
(ﬁ) ey ewn(w):(ﬁ)mﬂ D ey (122)

l(y)=m l(y)=m

Note that l(ywp11 - -wg) =m+k —n and ¢™ a” is not hermitian for n # m.

Given wyp41 -+ - Wy
m n J—
c-a E (eywn+1~~wk) =
l(y)=m
1

2™ (7)m+n Z eywn+1~~wk:2m/2_n/2 Z Cywny1-w - (123)
\/5 (y)=m l(y)=m

The above generalizes (121). The proof follows from the estimates we presented before
on this section.

Therefore, from the above, there exists at least a subspace of dimension k£ —n of eigen-
functions 37, (€225 2w, ) for €™ a”, associated to the eigenvalue om/2=n/2,

Finally, note that from (110) we get

1
JH f( Z Caras-an) =

a1,a2, - ,an=0

1
% Z Caras--an = (LT))Z Z Caras---ans (124)

ai,a2, - ,a,=0 ay,a2, - ,a, =0
which is consistent with (4), when taking into account (110).

From (113), given w

1
[a,¢] (€w) = €4 — §(€0wz~-wz F €lwyw,) F Cuws (125)

therefore,

<ew7 [CL, C] (ew)> = <ew7€w - 5(6011;2'..11” + €1w2..‘wl)> =1— - = —.

Given ey, wy.--w, denote €y, ...y, the element ey, yy...p,, Where v1 = 1if wy = 0, and
vy =0if wy = 1.

Then, given w
1 1

[Cl, C] (ew) = iew - iéw # ey (126)

Now we will show a CCR version for our generalized boson setting.
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Taking into account expressions (A2), and the equality on the left-hand side of (A5)
n [19], and its notation, we introduce a function F: given a word w take F(w) =
2 (ew, [a,¢] (ew)) = 1; and a new form of commutator [-,-]. In this way we get a simi-
lar (but not exactly equal) expression to (A5): the generalized CCR relation.

Proposition 37.

|—Cl, ﬂ =
ZF(M)|ew><ew| = Z2<ew» [a, ] (ew)) |ew(Yew| = 1. (127)

w w

Note that [a, ] (€y) 7 €.

The proof follows from (125) and the expressions we obtained above.

Example 38. [t is possible to consider an analogy between our study and what is observed
in the harmonic oscillator. Denote by |n) the nth eigenfunction of the quantized operator
2 52

H associated to the classical Harmonic oscillator Hamiltonian H(x,p) = ij m.

Denote by & and p, respectively, the position and momentum operator acting on Lz(dx)
for the Lebesgue measure dx on R.
The creation operator C and the annihilation operator A (see Section 11 in [14]) are

given by
/ 1 / 1 d
= 7 — 12
¢ 2muw FL T 2mw h dz (128)
and
muw 1 muw 1 d
— 7 p— y H pr— —_— T - . 12
A V' 2h v Qmwhp 2h * 2mw h dz (129)
From the property [p, ] = —ih1, we can get the Canonical Commutation Relation
C, A =1.

In this case for C and A = C*, respectively, the creation and annihilation operators,

we get
C(ln)) =+vn+1 |(n+1))
and
A(ln)) = vn |(n —1)).

From (2), this corresponds to the case where f(n) = vnl.
In this case, |0) corresponds to the eigenfunction associated with the smallest eigen-
value of the Hamiltonian operator H, and

A(]0)) = 0. (130)

For this reason |0) is called the vacuum (eigenfunction) for the quantized harmonic oscil-

lator (see (3)).
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Moreover, in this case for k >m > n
CmA”(|k'>):(k—n)~~~(k—1)\/§~~\/k+m—n—1)|(k+m—n)>; (131)

in particular

CTA™(|k)) = (k= m)--- (k= 1) [k).

(131) should be compared with the generalized case (123) (the functions n — f(n) are,
of course, different in each case).

4 Compact Hermitian Operators

In this section we are interested in estimates of || [D, w(H)] || for a given compact hermitian
operator H : L?(u) — L?(u1). Every such operator can be put in a diagonal form with
vanishing eigenvalues which we are going to write as:

H= Z ity = Z Ai [thi) (il - (132)

The vectors {t;} form an orthonormal basis for L?(u). The eigenvalues {)\;} are such that
lim;, + o0 A; = 0, and if only finitely many of them are non-zero, then we can also rearrange
them, so their sequence is non-increasing. The basis {1, } is of course not necessarily equal
to the basis B we have been using. Still, for any given f € L?(u) we may write:

f= Z<f,wi>wi
= Zfﬂ/)z'a

and then follows that:
2
Ifll=1 = > IflF=1.
Considering the Dirac operator D we introduced earlier (19) and the diagonal repre-
sentation 7 : L?(u) — L?(u) x L?(u), we observe that:

(D, w(H)] = (LH 0 HC H 0 HK) 7

and since H is hermitian, we have:
| [D,m(H)] || =[|[KH - HK| = || £LH — HL].
This already allows us to prove that:

Proposition 39. For any hermitian operator H :

| <5 = D) <1
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Proof. This happens because:
| [D,m(H)] || = ||KH — HK ||
<2 K| H|
=1.
O

Remark 40. We stress the fact that any “non-D-constant” hermitian operator H (see
Definition 41) may be normalized by its “Lipschitz constant” (|| [D,w(H)] ||) so as to

produce a new operator (H = m]{) that satisfies || [D,TF(EI)} || =1. This corre-

sponds with the fact that any non-constant function with a finite Lipschitz constant may
be normalized by it, effectively setting the constant to 1.

Definition 41. We say an hermitian operator H is D-constant if || [D,n(H)] || = 0.

Proposition 42. The following are equivalent:
(i) H is D-constant.
(i) H commutes with K.

(i) H commutes with L.
Proof. Follows directly from identity (79). O

If H commutes with both K and £, then H commutes with their products, like KL,
and therefore H leaves both ker L and im KL invariant. Also, because ICL is a projection,
we know H takes the form Hy & Hy with Hy € B(ker K£) and Hy; € B(im KL). In other
words, writing L?(u) = ker KL @ im KL, we get:

_(Hy O
n=( )
Since commuting with C and £ is a stronger requirement than commuting with L,
we note that not every H that takes the above form satisfies || [D, n(H)] || = 0.

We are now going to estimate expression || [D,n(H)] || for a compact self-adjoint
operator H.

Proposition 43. Consider the compact hermitian operator H : L*(u) — L?(u) in the
form

H = Z)\ﬂ/;z = Z)\i |13 ) (Wi - (133)
where the vectors {1;} form an orthonormal basis for L*(p), and \; are the real eigenval-
ues.

Then,
I Dm(E] P <2 1HIP+D Nl ] - (134)

.3
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Proof. Note that

| [D,x(H)] |* = | KH — HK||?
= Sl}p«/CH — HK) f,(KH — HK) f)

=sup(KHf,KHf)+ (HKf,HKCf) —2(KHf, HKf)
f

= sup(Hf, H) + (HK], HKf) ~ 20CHS, HKJ).
After a huge calculation we finally get:
| ()] |2 <2 (n HP = inf 370 (K1, Ken) (K, wj></cwi,wj>) .
4,3

Considering that f, Kf, 1; and K1); all are unit vectors, we can apply the Cauchy-Schwarz
inequality, to get:

,J

I (D, w(H)] ||* < 2 (IIHII2 +> WNI) :

5 Appendix

In the Appendix we will present the proofs of several claims we mentioned before.

Proposition 44. Suppose ey, = €yywy-w, s L(w) > 1, then

(Kéw — 6,K)(6) = \/EH [ ewsdien + 1) = [ Cununen, i e

- % [<€w7 ¢> (eow + elw) - <eo(w)7 ¢>ew] s
and
(ﬁéw N éwﬁ)(d)) = \/g[/ Cw ¢dﬂ Cwyewn T /(€0w + elw) ¢ du ew]
= % [<€w7¢>ea(w) — (egw + €1w,¢>ew] .
Moreover,

K)(¢) = —\/§<€87 ®)(100 + 110) + <68, (po U)>€8;
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(K:éeé - éeélc)(d)) = \/§<6(})7 ¢>(101 + 111) - <6%, (¢ © O')>601),
(Léeg — 9 L)(9) = —\/g<687 @) + V2((100 + 110), 0) €,

and

(ﬁéeé - éeé‘c)(gb) = \/g<6(})7 ¢> - \/§<(101 + 111)7 ¢> 6(})‘
Proof. Note that Vz

(Kéw — ewK)(9) () = K ((ew, d)ew) — ((ew, Kd)ew)
= ((ew; §)Kew) — ({(Lew, P)ew)

= tewed) (s ean + e1u) ) = (Lo dhen)

= tewsd) (5 et + e1) ) = ((Geumunn, bl

= \/E[ (/ Cw ¢du)(60w + elw) - /ew2w3"'wn Pdp ey ]

Moreover, Vx

(Léw — ewL)(d)(x) = L ((ew, p)ew) — ((ew, L)ew)
= ((ew, ®)Lew) — ((Kew, d)ew)

<ew7 ¢> < ewzw:; wn> = eOw + €lw a¢>€w>

:\/g[/ewqbd,uem vy, /€0w+€1w ¢ dp ey

O

Proposition 45. For a word w satisfying l(w) > 1, given a generic word w, and the

corresponding element ey, we get that

((Kw — k) (en)[? = / (K — k) (e) | dp

(135)

is equal to 0, if w # W # waws - - - Wy, is equal to 1/2 if w # U = waws - - - Wy, and is equal

to 1 if w =w. Moreover,

|(Cew — ewl)(en)]® = / [(Léw — éwL)(e) ] dp

is equal to 0, if W # w # ow, and is equal to 1/2 if either © # w = oW or W = w.
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Proof. For a fixed word w such that I[(w) > 1, given a generic word & # w = wywaws - - -

and the corresponding element e, we get

(Kéw — 60K)(ca) = % [{euws €} (€ow + €10) — {Cotus €5)ew]

1

=0— —=(€sw) w)Cw
\/§< (w): €w)

1
=0- §/ew2w3‘.,wn ep dp ey .

When, w = w we get

1
(Cew = 2uR)(ew) = [ 5[ (coun +exun) = (etuo -+ crun))
When, w # W # wows - - - w, we get
(Kéw — euK)(ea) = 0.

When, w # 0 = wows - - - w, we get

(Kéw — euk)(ea) = —ﬁ gn-1 / Ladpiey = _ﬁ u

If [(w) > 2 we get that

(Kéw — éul)(e1) = 0 = (Kéy — €,K)(eo).
It is also true that for w = 01 and w = 11

(’Céw - éwK)(el) = _\/gewa

(Kéw — é,K)(e1) = 0.

and, for w = 10 and w = 00

Moreover, for w = 10 and w = 00

(’Céw - éwIC)(eO) = _\/gew,

and, for w = 01 and w = 11
(Kéw — €4,K)(eg) = 0.
Note that for a finite word w = wywaws - - - wy,, where [(w) > 1
(Kéw — uK)(eg) = 0 = (Kéw — €,K)(ef).

With regards to L£é,, — é,L, I(w) > 1 note that:
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1. if w = w, then:

2. if @ = 0w or w = lw (in other words, if o(w) = w), then:
(ﬁéw — éwﬁ) Cop — —

3. else:
(ﬁéw — éwﬁ) ey = 0.

O

Theorem 46. Given a fized word w = wiwaws - - - wy, L(w) > 2, we get for the operator
norm

|| (Kéw —euK) || =1, (146)

and also:
| (Léw —ewl) ]| =1; (147)

therefore:
I [D,m(éw)] || = 1. (148)

Proof. For getting (148) we will use (31). Consider ¢ = Y aye, + ag€j + a1ej in such
way that Y-, |au|® + |ao]* + x> = 1. Take w = wyws - - - wh.

/((’Céw - éwlc)(d)))Q dp = /((’Céw — éuK)(awew + awew))Q dp

[ (o o s = )
= Ay —= Cow T €lw) — Qg —=Cw
\/§ 0 1 \/§ 12

1
— 5 [ aih+ade +aked d

If we take ¢ = e,, we get the maximal value which is 1.
Besides,

/((Eéw - éw£)(¢))2 d/J, = / ((‘Céw - éwﬁ)(awew + aoweow + alwelw))2 d/J,

1 1 2
= awﬁea(w) - E (an + alw) Cw dﬂ
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/a%ue?r(w) + (aow + alw)2 ez, dp

(ai; + (a(]w + alw)2)

N =N = N =

(a2, + 2 (ag,, + a3y))

IN N IA

=~
S
g N
_|_
)
(=R
g
_|_
S
N
&

If we take ¢ = % (eow + €1w) wWe get the maximal value which is 1.

Now consider ¢ =" aye, and ¥ =), bye, such that:

e, ) I =T ol*+ v

= Z |au|2 + Z |bu|2
u u

= Z |au|2 + |bu|2
u

<1.

and compute the squared norm of [D, 7(é,,)] applied to it:
IDor(e)] 6.9) 17 = [ (Kew = eul)(0)* dn
+ [ ((Lew - euD)(0)” du
=b2 + %bfb + % (aﬁ, + (agw + alw)Z)

< b2, + b3+ al + ag,, + ai,
<1.
1

Now, if we take either the pair (0, e,,) or the pair (—2 (eow + €1w) O), we get the maximal

value, which is 1. O

Theorem 47. Using the notation of (43) and (44), take a non-constant 1 =3y, bye, +
Boef + Brey € L*(p), such that || = 1, and denote by By, the value given by (46).

Then, zf@& denotes the projection operator, we get the operator norm:

L [Dor()] I = mae ) (i = 60) 1. (£ = b0 1} < .
This is so because 3 A A
22 > | (K —yK) || = (149)
sup \/(¢, ¥)? — 2(, V) (Ko, V) (Kb, 1) + (Ko, )2 (150)

[#l=1
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> sup \/b?u + % (bow + blw)2 — wa% (bOw + blw) Bw, (151)
and 3
73 > || (LY —YL) || = (152)
sup V{9, 9)% = 200, UNLS, UNLY, ) + (£6,9)° (153)
>supy /b2 + le —2b Lb B (154)
=5 w 9 o (w) w \/i o(w) -

The inequality comes from Proposition 20.
In terms of the elements of the basis, we get for ¢ of the form (44)

K () — DK(8)]* = (K (9) — YK (), Kib(¢) — K () =

(0.0 (75 2 a0 G b1+ 50+ 0) 01+ )+ (e~ 0) (1 = )
=2 (¢,9) {[% zv:av (bow + b1v) + %(041 + o) (b1 +bo) + %(061 —ao)(B1 — Bo) ]

by, 1
[l(%;l ﬁ(bou +b1a) + 5 (b0 + b1)(Bo + B)]}- (155)

Proof. Given a fixed v, the equality to % in (56) is true because the Koopman oper-

ator satisfies the hypothesis of Proposition 20. Equality (59) follows from duality. The
expressions (57) and (60) will follow from (156) and (157).
First note that
(K(0),v)) =

1
<(Z avﬁ(eOv + e10) — a0 V2(100 + 110)) + V201 (101 + 111),
v
(Z buew + Boey + Bieg)) =
iZa (boy + b )+1(ab + by + azh +ab)+1(aﬂ — b1 + a1 — a1 Bo)
\@Uu()v 1) + 5 (@0bo + aoby + a1bo + arbr ) + S(@0fo — aofr + a1fr — a1 o).

From (102), (104), (105)

Kip(¢) = K((6,1) > buew + Boel + Preg) =

(&) > bu%((ZOU + e1u) — V2B0(100 + 110) + V251 (101 + 111))],

u

47



and

DK() = (K(6),)) (D buew + o) + Preg) =
[% zv:au (boy + b1v) + %(0&1 + o) (b1 + bo) + %(Oﬂ —ao)(B1 — Bo) ]

(Z buey + 5068 + ﬁle%))~
Then, given ¢ such that |¢p| =1
Kib(9) — 0K (¢) =

(9, 1) [Z bu\%(SOu + €1u) — V2B0(100 + 110) + V281 (101 + 111)]

—[% ;av (bow + b1y) + %(al + ag) (b1 + bo) + %(0‘1 — ao)(B1 — Bo) ]
(" buew + Boeh + Breg).-

We leave it for the reader to calculate expression (62).
Alternatively, note that.

({0, VI, (6, V)W) = (6, 9)* (Kb, Kvb) = (9,4)?,

and

(Ko, )0, (Ko, v)v) = (Ko, ¥)* (%, ) (Ko, v)*.
Moreover,
Finally,

(K (0) — DK(8), Kb() — PK(9)) =
(K (9), Kib(9)) — 2(Kep(¢), DK(8)) + (YK (), DK (9))
(B, 1)? — 2(, Y)Y (I, ) (Kb, 1) + (Kb, )2 (156)
Similarly, note that:
(L(d) — L(9), LY(P) — VL(B)) =

(LD(0), LI(9)) — 2L(9), PL(9)) + (DL(¢), VL(9)) =
(0,0)? = 2(, ) (L, V) (LY, ) + (L, 1) (157)
Applying the right hand-side of (62) to ¢ = e,,, we get

1
(bOw + blw) B¢. (158)

1
b2, 4 = (bow + brw)” — 2by—=
w T 5 (bow +b1w) 7
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Expression

1 (K = ¥K) || >

1

7 (bow + b1w) By (159)

w

1
sup \/b%, + 3 (bow + blw)2 — 2by,

follows from (158). O
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