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Abstract

In this work we introduce an idempotent pressure to level-2 functions
and its associated density entropy. All this is related to idempotent pres-
sure functions which is the natural concept that corresponds to the mean-
ing of probability in the level-2 max-plus context. In this general frame-
work the equilibrium states, maximizing the variational principle, are not
unique. We investigate the connections with the general convex pres-
sure introduced recently to level-1 functions by Bís, Carvalho, Mendes
and Varandas. Our general setting contemplates the dynamical and not
dynamical framework. We also study a characterization of the density
entropy in order to get an idempotent pressure invariant by dynamical
systems acting on probabilities; this is therefore a level-2 result. We are
able to produce idempotent pressure functions at level-2 which are in-
variant by the dynamics of the pushforward map via a form of Ruelle
operator.

1 Introduction

In this paper we aim to define an idempotent analysis approach to level-2 vari-
ational principles in Thermodynamical Formalism.

The use of the Idempotent Analysis is a reasonable choice, because as will see
it encloses many of the classical constructions of thermodynamical formalism.
Also, entropy and pressure are variational concepts which can be modeled in
an idempotent framework, in the way that its properties will derive from the
fundamental theorems of the Idempotent Analysis. The study of optimization
problems was the motivation to the introduction of the Idempotent Analysis by
Maslov in [KM89].

In [MO24a], via the idempotent framework, the authors addressed the is-
sue of idempotent measures for place dependent idempotent iterated function
systems. As a tool, a representation for idempotent probabilities on compact
metric spaces is proved there and we will use it here. It is worth to notice that
for bounded maps on separable locally compact topological spaces taking value
in some semiring, tending to infinite at infinite and with compact support, the
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original Maslov’s work [KM89] considered linear functionals acting on that func-
tions with image in a semiring. The setting and proofs in [MO24a] are somehow
different from [KM89].

Among other things we will show that adapting the idempotent formal-
ism of [MO24a] for the level-2 setting, we can use idempotent probabilities to
model variational principles associated to the nonlinear thermodynamic formal-
ism framework. A level-1 property is related to points in a compact metric space
X and the variational principles are defined for continuous functions ϕ : X → R.
On the other hand, a level-2 property is related to points in P(X) (the space of
probabilities on X equipped with the weak∗ topology) and the variational prin-
ciples are defined for continuous functions g : P(X)→ R. A simple example of
continuous function g : P(X)→ R is

gA(µ) =

∫
X

Adµ, ,whereA : X → R is continuous.

In ergodic theory, questions at level-2 refer to properties related to the global
study of the set of different probabilities on a given compact metric space X.
For example, in [Lop90] the author study large deviations in the set of probabili-
ties over the symbolic space with a finite number of symbols, and minus entropy
plays the role of a deviation function, while in [LO24], the authors study ther-
modynamic formalism, when the dynamics is given by the push-forward map
acting in P(X); a form of Ruelle operator is introduced and a kind of entropy
was defined. In (16) we present an operator that can in some sense corresponds
to the dual of the Ruelle operator on the ifs level-2 setting. Other results related
to the dynamics of the push-forward map appear in [Rod12], [BS75] and [BV16].

The thermodynamic formalism which we develop is closely related to the
study of the Curie-Weiss model, which is of great importance in Statistical
Mechanics, see [FV18], [BH22], [BKL23], [LW19] and [LW20].

Basic properties on the Max-Plus algebra can be founded in chapter 6 in
[BLL13] and [Kol01] (see also Section 5.2 in [Gar17] ). The idempotent math-
ematics utilizes the idempotent semiring Rmax = R ∪ {−∞} endowed with the
operations ⊕ := max and � := +. Note that r ⊕ r = max(r, r) = r, ∀r ∈ Rmax

and the neutral elements for ⊕ and � are, respectively, −∞ and 0. Also, Rmax

is not a ring since, for example, 2⊕ r = −∞ has no solution with respect to r,
so there is no symmetrical element “-2”.

Given a compact metric space (X, d), the space P(X) of probabilities on the
Borel sigma-algebra of X is a compact space with respect to the weak∗ topology.
One can metrize such topology as in [Vil03], by choosing the Wasserstein-1 (or
Monge-Kantorovich) metric

W1(µ, ν) = max
Lip(f)≤1

µ(f)− ν(f). (1)

Indeed, it is widely known that (P(X),W1,θ1) is a compact metric space, as a
consequence of the Banach-Alaoglu theorem.

We denote by C(X,R) the space of continuous functions from X to R and
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by C(P(X),R) the space of continuous functions on P(X) taking values at R
(instead Rmax).

Definition 1. Let Y = C(P(X),R) be the space of continuous functions on
P(X). Let us define the max-plus linear operations

•
⊕

: Y× Y→ Y given by (g
⊕
g′)(µ) = g(µ)⊕ g′(µ);

•
⊙

: R× Y→ Y given by (c
⊙
g)(µ) = c� g(µ),

for c ∈ R and g, g′ ∈ Y.

Definition 2. An (level-2) idempotent pressure function, is a max-plus
linear functional ` : C(P(X),R)→ R, that is, the following axioms are fulfilled
for any c ∈ R and g, g′ ∈ C(P(X),R)

• Axiom A1
`(c
⊙

g) = c� `(g) (2)

• Axiom A2
`(g
⊕

g′) = `(g)⊕ `(g′). (3)

In the following theorem we present a paramount result characterizing idem-
potent pressure functions, which is a max-plus analogous of the Riesz represen-
tation theorem.

Theorem 3. Let (X, d) be a compact metric space and P(X) be the set of
probabilities over the Borel sigma algebra. Consider P(X) as a metric space
with any metric equivalent to the weak-* topology.

If ` : C(P(X),R)→ R is an idempotent pressure function, then there exists
a unique upper semi-continuous (u.s.c.) function h : P(X)→ Rmax such that

`(g) = sup
µ∈P(X)

[g(µ) + h(µ)], (4)

for any g ∈ C(P(X),R). Reciprocally, if h : P(X) → Rmax is bounded above
and it is not identically −∞ then equation (4) defines an idempotent pressure
function.

With the introduction of above result the following definition is natural.

Definition 4. Let (X, d) be a compact metric space, ` : C(P(X),R)→ R be an
idempotent pressure and h` : P(X)→ R be the unique u.s.c. function satisfying
(4). We say that h` is the density entropy associated to the idempotent pres-
sure function `. Moreover, given `, we call any probability ν ∈ P(X) attaining
the supremum, that is,

P`(g) = h`(ν) + g(ν), (5)

an equilibrium state associated to the idempotent pressure function `.
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We remark that the existence of equilibrium states associated to the idem-
potent pressure function ` is a consequence of P(X) to be compact and the map
µ 7→ [g(µ) + h`(µ)] to be u.s.c.

In [BCMV22] the authors consider a generalization of thermodynamic for-
malism via concave analysis; not exactly aimed to analyze level-2 questions. We
will explain the connection between the setting in [BCMV22] and the present
level-2 setting in Section 3. In section 2, which consider idempotent measures
in quite general terms we prove Theorem 3. In Section 4 we present some exam-
ples illustrating the connections with classical constructions in ergodic theory
and thermodynamic formalism. It is simple to exhibit in our setting examples
where the equilibrium state is not unique and moreover the set of equilibrium
states is not convex. We exhibit also how the idempotent pressure and its vari-
ational characterization can be used to model non-linear dependencies of the
potential. In section 5 we present characterizations of the entropy in order to
get an idempotent pressure invariant for a dynamical system or a transfer op-
erator. In Section 6 we analyse the inverse problem of finding an max-plus IFS
for which a given idempotent pressure function is invariant. We also study in
Section 7 some max-plus dynamical aspects involving the max-plus averages of
a dynamical system.

2 Proof of Theorem 3

A direct proof would require a large amount of work and sophisticated argu-
ments. However, we can rely on the Idempotent Analysis results. Given a
compact metric space (Z, d) consider the set C(Z,R) of continuous functions on
Z.

Definition 5. A function m : C(Z,R) → R is an idempotent (or Maslov)
measure over Z if

• m(c� f) = c�m(f), c ∈ R and f ∈ C(Z,R);

• m(f ⊕ f ′) = m(f)⊕m(f ′), f, f ′ ∈ C(Z,R).

The set of all idempotent measures is the max-plus dual of C(Z,R). The set
of idempotent probabilities over Z, denoted I(Z), is the set of all idempotent
measures m satisfying m(0) = 0.

The idempotent pressure of last section corresponds to the Maslov measure
when Z = P(X).

The next result was proved in [BRZ10].

Theorem 6. [BRZ10] I(Z) endowed with the pointwise convergence topology is
compact.

Definition 7. We denote U(Z) the set of all u.s.c. functions λ taking image
in Rmax such that λ(z0) > −∞ for some z0 ∈ Z. In other words supp(λ) =
{z|λ(z) > −∞} 6= ∅.
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Remark 8. In Definition 1 the algebraic structure (Y,
⊕
,
⊙

) is not a Rmax-
semimodule (neither a R-semimodule). To start, it is not closed under the scalar
multiplication because −∞

⊙
g 6∈ C(P(X),R). Moreover, even if take 1Y(y) =

0,∀y ∈ Y in such way that (Y = C(P(X),R),
⊙

) is a monoid the set (Y,
⊕

)
is just a semigroup. Indeed, the element candidate to be the identity 0Y, must
verify (g

⊕
0Y)(y) = g(y)⊕ 0Y(y) = g(y),∀y ∈ Y is the function

0Y(y) := −∞, ∀y ∈ Y

meaning that 0Y ∈ C(Y,Rmax) but 0Y 6∈ C(Y,R) = Y.

Despite these differences, a representation theorem for idempotent measures
similar to [KM89] was proved in [MO24a] for this particular setting.

Theorem 9. [MO24a, Theorem 1.2] Let (Z, d) be a compact metric space. A
function m : C(Z,R)→ R is an idempotent measure if, and only if,

m(f) = sup
z∈Z

[λ(z) + f(z)] (6)

where λ ∈ U(Z). Moreover, such function is unique in U(Z) and m ∈ I(Z) if,
and only if, supz∈Z λ(z) = 0.

It is worth to notice that an analogous result was previously stated for sep-
arable locally compact topological spaces; the original Maslov’s work [KM89],
considered functionals acting on continuous functions, tending to zero at infinite
and with compact support, taking image in to a metric semiring. The setting
of [KM89] is not exactly the same as in [MO24a].

We can now prove Theorem 3

Proof of Theorem 3. In our case, the hypothesis ensures that Z = P(X) is a
compact metric space thus the idempotent pressure function ` is actually an
idempotent measure (or Maslov measure) on P(X). By Theorem 9 we obtain
the representation in Equation (4). Reciprocally, if h : P(X)→ Rmax is bounded
above and it is not identically −∞ then defining ` by `(g) = supµ∈P(X)[g(µ) +
h(µ)], it is immediate to check that we get an idempotent pressure functional.

Remark 10. It can be constructed a version of Theorem 3 for idempotent pres-
sure functions on topological spaces, see [KM89, Theorem 1]. In this case, the
original Maslov’s work [KM89], considered bounded maps on separable locally
compact topological spaces taking value in some semiring, tending to infinite at
infinite and with compact support. In that work they considered the semimodule
of linear (max-plus) functionals acting on that functions with image in a metric
semiring.
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3 Comparison with level-1 convex pressure

For sake of comparison we recall that [BCMV22] (and its correction[BCM+23])
defines a (convex, level-1) pressure function. We assume in the present work
that X is just a compact metric space.

Definition 11. [BCMV22, Definition 2.1] A function Γ : C(X,R) → R is
called a pressure function if it satisfies the following conditions:
(C1) Monotonicity: ϕ 6 ψ ⇒ Γ(ϕ) 6 Γ(ψ) ∀ϕ,ψ ∈ C(X,R).
(C2) Translation invariance: Γ(ϕ+ c) = Γ(ϕ) + c ∀ϕ ∈ C(X,R) ∀c ∈ R.
(C3) Convexity: Γ(tϕ+(1−t)ψ) 6 tΓ(ϕ)+(1−t)Γ(ψ) ∀ϕ,ψ ∈ C(X,R) ∀t ∈
[0, 1].

Then, it is provide the following characterization (here applied for compact
spaces):

Theorem 12. [BCM+23, Theorem 1] Let Γ : C(X,R) → R be a pressure
function. Then

Γ(ϕ) = max
µ∈P(X)

{∫
ϕdµ+ h(µ)

}
∀ϕ ∈ C(X,R) (7)

where

h(µ) = inf
ϕ∈AΓ

{∫
ϕdµ

}
and AΓ = {ϕ ∈ C(X,R) : Γ(−ϕ) 6 0}.

Moreover, h(µ) is concave and upper semi-continuous. Furthermore, if α :
P(X) → R ∪ {−∞,+∞} is another function taking the role of h in (7), then
α 6 h. In addition, one has h(µ) = infϕ∈C(X,R)

{
Γ(ϕ)−

∫
ϕdµ

}
, ∀µ ∈ P(X).

Finally, the maximum in (7) is attained in P(X).

Remark 13. We notice that there exists a canonical inclusion j : C(X,R) →
C(P(X),R) given by

j(ϕ)(µ) =

∫
X

ϕ(x)dµ(x), µ ∈ P(X).

In this particular case we have

`(j(ϕ)) = sup
µ∈P(X)

h`(µ) +

∫
X

ϕ(x)dµ(x). (8)

However it is important to observe that in C(X,R) there exists a natural max-
operation, that is: max(ϕ,ψ)(x) := max{ϕ(x), ψ(x)} = ϕ(x) ⊕ ψ(x). In gen-
eral, this max-operation structure on C(X,R) does not agree with the

⊕
of

C(P(X),R), that is, j(max(ϕ,ψ)) 6= j(ϕ)⊕ j(ψ). Precisely,

j(max(ϕ,ψ))(µ) =

∫
max(ϕ,ψ)dµ > max(

∫
ϕdµ,

∫
ψdµ) = [j(ϕ)⊕ j(ψ)](µ).
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Consequently,
`(j(max(ϕ,ψ))) 6= max{`(j(ϕ)), `(j(ψ))}.

We highlight the fact that, when considering the inclusion map j, the correct
⊕ operation to be used is the level-2 max-operation,

[j(ϕ)⊕ j(ψ)](µ) = max

(∫
ϕdµ,

∫
ψdµ

)
.

The next theorem shows that the restriction of a level-2 idempotent pressure
function to functions of C(X,R) is actually a level-1 convex pressure function
in the sense of Definition 11. Precisely, the canonical inclusion j : C(X,R) →
C(P(X),R) defines a projection of level-2 idempotent pressure functions to
level-1 pressure functions.

Theorem 14. Consider an idempotent pressure function ` with density entropy
h` and the canonical inclusion j : C(X,R) → C(P(X),R) given by j(ϕ)(µ) =∫
X
ϕ(x)dµ(x), µ ∈ P(X). If we define Γ` : C(X,R)→ R by

Γ`(ϕ) := `(j(ϕ))

then Γ` is a convex pressure function (in the sense of Definition 11). Let h be
the concave and upper semi-continuous (entropy) function given in Theorem 12.
Then h` ≤ h. Reciprocally, each pressure function (in the sense of Definition
11) is of the form Γ` where ` is an idempotent pressure function. Such map
` 7→ Γ` is surjective, but not injective.

Proof. Let ` be an idempotent pressure function. From Theorem 3 there exists
a unique u.s.c. function h` : P(X)→ Rmax such that

`(g) = sup
µ∈P(X)

[g(µ) + h`(µ)],

for any g ∈ C(P(X),R). Define Γ`(ϕ) := `(j(ϕ)), ϕ ∈ C(X,R). In this way,

Γ`(ϕ) = sup
µ∈P(X)

[

∫
ϕdµ+ h`(µ)].

Consequently, the hypotheses in Definition 11 are immediately satisfied by Γ`.
Furthermore, by Theorem 12, h` ≤ h.

Reciprocally, consider Γ(ϕ) = maxµ∈P(X)

{
h(µ) +

∫
ϕdµ

}
a convex pressure

function. Note that h(µ) is u.s.c., so the formula `(g) = supµ∈P(X) h(µ) +
g(µ), g ∈ C(P(X),R) defines an idempotent pressure function which extends
Γ. Clearly Γ` = Γ. The map ` 7→ Γ` is not injective, because the unique u.s.c.
density entropy in Theorem 3 does not need to be concave.

Proposition 15. Suppose that h` is u.s.c. and concave and it is the density
entropy of an idempotent pressure `. Then for all µ ∈ P(X) we have

h`(µ) = inf
g∈C(P(X),R)

{`(g)− g(µ)} (9)

7



and for all g ∈ C(P(X),R) we have

`(g) = sup
µ∈P(X)

{h`(µ) + g(µ)}.

Finally, considering Γ` and its entropy h (given in Theorem 12) we have h = h`.

As a consequence of this proposition we get the following corollary.

Corollary 16. Suppose that α : P(X)→ Rmax is a function taking the role of
h in (7). If α is u.s.c and concave then α = h.

Proof. Let Γ be a convex pressure function and suppose that α : P(X)→ Rmax

is u.s.c, concave and satisfies

Γ(ϕ) = max
µ∈P(X)

{∫
ϕdµ+ α(µ)

}
∀ϕ ∈ C(X,R).

Let ` be the idempotent pressure with density entropy α. We have Γ = Γ` and
applying above proposition we get h = α.

Proof of Proposition 15. We will adapt the proof of Theorem 9.12 in [Wal82] to
the present case. Equation

`(g) = sup
µ∈P(X)

{h`(µ) + g(µ)}

is a consequence of h` to be the density entropy of ` and its concavity is not
necessary.

Given µ ∈ P(X) and g ∈ C(P(X),R), from above equation we get

`(g) ≥ h`(µ) + g(µ).

Then
`(g)− g(µ) ≥ h`(µ)

and consequently
inf

g∈C(P(X),R)
{`(g)− g(µ)} ≥ h`(µ). (10)

On the other hand, considering Γ` : C(X,R) → R, defined by Γ`(ϕ) :=
`(j(ϕ)) we get a convex pressure function. From, Theorem 12

h(µ) = inf
ϕ∈C(X,R)

{
Γ`(ϕ)−

∫
ϕdµ

}
.

Then

h(µ) = inf
ϕ∈C(X,R)

{`(j(ϕ))− j(ϕ)(µ)} ≥ inf
g∈C(P(X),R)

{`(g)− g(µ)} ≥ h`(µ).

Now we will show that

h` ≥ inf
ϕ∈C(X,R)

{
Γ`(ϕ)−

∫
ϕdµ

}
. (11)
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Denote
C = {(µ, t) ∈ P(X)× R | t ≤ h`(µ)}.

Note that for any µ in the support of h`, there exists a t such that (µ, t) ∈ C.
As h` is u.s.c. and concave by hypothesis we get that C is a convex closed set.
Fix a probability µ0 and take b > h`(µ0). As h` is u.s.c., we get that (µ0, b) /∈ C.
The set {(µ0, b)} is compact and convex. It follows that there exists a continuous
function A : X → R and a real number α (see Separation Theorem in page 417
in [DS58] or Section 2 in [MN22]) such that∫

Adµ+ αt >

∫
Adµ0 + αb,

for all (µ, t) ∈ C ⊂ P(X)× R.
It follows that for any probability µ ∈ P(X), taking t = h`(µ),∫

Adµ+ αh`(µ) >

∫
Adµ0 + αb.

Now, taking µ = µ0 in the above expression we get that αh`(µ0) > αb. It follows
that α < 0. Therefore, for any µ ∈ P(X)

h`(µ) +
1

α

∫
Adµ < b+

1

α

∫
Adµ0. (12)

Taking the supremum on the left hand side with respect to µ ∈ P(X) we get

Γ`(
A

α
) ≤ b+

1

α

∫
Adµ0.

We conclude that, for any b > h`(µ0),

b ≥ Γ`(
A

α
)− 1

α

∫
Adµ0 ≥ inf{Γ`(ϕ)−

∫
ϕdµ0 |ϕ ∈ C(X,R)}.

Finally, we get that

h`(µ0) ≥ inf{Γ`(ϕ)−
∫
ϕdµ0 |ϕ ∈ C(X,R)}.

This shows that (11) is true and finishes the proof.

4 Some examples

Given a fixed density entropy h and a fixed g ∈ C(P(X),R), one interesting
problem is to find an µ ∈ P(X) attaining the value `h(g) (an equilibrium state).
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Example 17. Take X = {1, ..., d} and then P(X) as the simplex

P(X) = {p = (p1, p2, ..., pd) |
d∑
j=1

pj = 1; pj ≥ 0 ∀j ∈ {1, 2, .., d}}. (13)

Consider the Shannon entropy

h(p1, p2, ..., pd) = −
d∑
j=1

pj log pj , (14)

where 0 · log(0) = 0 by convention. This function h is continuous and concave.
Consider the functional `h as defined by (4). Then, `h is an idempotent pressure
function.

Let us consider the level-1 case. Take a vector (g1, g2, ..., gd) ∈ Rd and then

define g : P(X)→ R by g(p) =
∑d
j=1 gjpj. In this way we get

`h(g) =
⊕

p∈P(X)

h(p)� g(p) = sup
p∈P(X)

{(−
∑
j

pj log pj) +
∑
j

gjpj}.

Question: given such g, what is the probability p ∈ P(X) which attains the value
`h(g)? It is well known that the Gibbs probability, pj = egj∑

k e
gk

, j ∈ {1, 2, ..., d},
is the solution (see Lemma 9.9 in [Wal82]).

We consider now the level-2 case. In this way we fix a continuous function
g : P(X)→ R and the idempotent pressure of g which is given by

`h(g) =
⊕

p∈P(X)

h(p)� g(p) = sup
p∈P(X)

{(−
∑
j

pj log pj) + g(p1, ..., pd)}.

Clearly we can not claim that there exist a unique equilibrium measure. Denot-
ing f(p1, ..., pd) := (−

∑
j pj log pj) + g(p1, ..., pd) we are just maximizing this

continuous function f over the compact set P(X). Depending of the nature of g
(and then of f) we can have a different subset of P(X) as the set of equilibrium
measures. It does not need to be a convex subset, but just a closed subset of
P(X).

Example 18. Our formulation encompasses several classical constructions. For
example, if T : X → X is a measurable map and M(T ) is the set of invari-
ant probabilities, by taking h = 0 over M(T ) and −∞ else, the idempotent
pressure became `(g) = maxµ∈M(T ) g(µ), which extends the standard level-1 er-
godic optimization problem maxµ∈M(T )

∫
X
A(x)dµ(x). If h is the Kolmogorov-

Sinai entropy over M(T ) and −∞ else, the idempotent pressure is given by
`(g) = maxµ∈M(T )[g(µ) + h(µ)], which in level-1 is given by

max
µ∈M(T )

∫
X

A(x)dµ(x) + h(µ),

usually known as the variational principle for pressure.

10



Now we consider level-1 to level-2 variational principles where the depen-
dence on a potential function, acting in measures, is nonlinear. This formalism
includes the study of the Curie-Weiss model, which is of great importance in Sta-
tistical Mechanics (see Section 2 in [FV18] and also [BH22], [BKL23], [LW19],
[LW20]).

Example 19. We consider on Ω := {1, 2, ..., d}N the distance d(x, y) = 2−N ,
where N is the smallest natural number such that xj 6= yj, where x = (x1, x2, x3, ...),
y = (y1, y2, y3, ...). Consider also the shift map σ : Ω → Ω, given by σ(x) =
(x2, x3, x4, ...). We denote by M(σ) the set of σ-invariant probabilities on
the Borel sigma-algebra of Ω. Consider a continuous function (a potential)
A : Ω→ R. Given a continuous function g : P(Ω)→ R, consider the functional
lh(g) := supµ∈P(Ω) h(µ) + g(µ), where h is the extended entropy (it coincides
with the Kolmogorov-Sinai entropy in the set of invariant probabilities and it
is −∞ for non-invariant probabilities). Then, we can define the “quadratic”
pressure for A as

P2(A) = sup
µ∈P(Ω)

{
h(µ) +

(∫
X

Adµ

)2
}

= sup
µ∈M(σ)

{
h(µ) +

(∫
X

Adµ

)2
}
.

We call P2(A) the quadratic non-linear pressure for A (in the sense of
[BKL23]). There exists a probability m = mA,2 attaining the supremum value
P2(A), where m ∈ M(σ) ⊂ P(Ω). Observe that, as µ→ (

∫
Adµ)2 is not affine,

the probability maximizing P2(A) is not unique and not necessarily ergodic, see
[BKL23].

Definition 20. Given a continuous function F : R → R and a continuous
potential A : Ω → R, a probability µ = µF,A is called the (F,A)-equilibrium
probability, if it maximizes the nonlinear pressure

PF (A) = sup
µ∈P(Ω)

{h(µ) + F

(∫
X

Adµ

)
} = sup

µ∈M(σ)

{h(µ) + F

(∫
Adµ

)
},

where h is the extended entropy.

The classical pressure is obtained when F is the identity.

5 Invariant idempotent pressures

We denote by I(P(X)) the set of idempotent pressures functions (even using this
notation we do not assume `(0) = 0). Given a continuous map S : I(P(X))→
I(P(X)), we will say that an idempotent pressure function ` ∈ I(P(X)) is S-
invariant if S(`) = `. When T : X → X is a continuous dynamical system we
can use the functorial action of T in C(X,R) to define, by duality, a map in
P(X), which is continuous for the weak∗ topology. It is the push-forward map

11



T ] : P(X) → P(X), where T ](µ) = ν means that
∫
f dν =

∫
f ◦ T dµ, ∀f ∈

C(X,R).
The usual pressure in thermodynamic formalism for level-1 functions has the

property P (f ◦ T ) = P (f), for any f ∈ C(X,R). In this way it is natural to
ask what are the idempotent pressures functions for level-2 functions satisfying
`(g) = `(g ◦ T ]) for any g ∈ C(P(X),R).

Our first result is the following

Proposition 21. Let (X, d) be a compact metric space and T : X → X be a
continuous map. Let S : I(P(X))→ I(P(X)) be the map given by

S(`)(g) := `(g ◦ T ]), ` ∈ I(P(X)).

If h ∈ U(P(X)) satisfies h(µ) = −∞ if µ is not T − invariant, then the
associated idempotent pressure is invariant for S. Furthermore, ` is invariant
for S if, and only if, its density entropy satisfies

h`(ν) =

{
sup[µ∈P(X) | T ](µ)=ν] h`(µ), if ν ∈ T ](P(X))

−∞ if ν /∈ T ](P(X))
.

Proof. It suppose initially that h is a u.s.c. function satisfying h(µ) = −∞ if µ
is not T -invariant. Define `(g) := supµ∈P (X) g(µ) + h(µ). We have then

S(`)(g) = `(g ◦ T ]) = sup
µ∈P (X)

g(T ](µ)) + h(µ).

If T ](µ) 6= µ then h(µ) = −∞ and consequently such µ does not attain the
supremum. It follows that the above supremum is equal to supµ∈P (X) g(µ)+h(µ)
which is also equal to `(g). This proves that ` is invariant for S.

Now we consider an idempotent pressure `. Let us denote by h` its unique
u.s.c. density entropy. So we have `(g) = supµ∈P(X) h`(µ) + g(µ). We start by
studying S(`).

S(`)(g) = `(g ◦ T ]) = sup
µ∈P(X)

h`(µ) + g(T ](µ)) = sup
ν∈P(X)

h′(ν) + g(ν)

where

h′(ν) =

{
sup[µ∈P(X) | T ](µ)=ν] h`(µ), if ν ∈ T ](P(X))

−∞ if ν /∈ T ](P(X ))

We claim that h′ ∈ U(P(X)). Indeed, if h`(µ) 6= −∞ and T ](µ) = ν we
have h′(ν) 6= −∞ and then supp(h′) 6= ∅. As T ] is continuous, the set [µ ∈
P(X) | T ](µ) = ν] is compact for any ν and then, if ν ∈ T ](P(X)) there exists
µ ∈ (T ])−1(ν) such that h`(µ) = h′(ν) (it can be −∞). In order to show that
h′ is u.s.c. consider that νn → ν in the weak∗ topology. We need to show that
lim suph′(νn) ≤ h′(ν). So we can suppose h′(νn) 6= −∞ for all n. Let (µn)
be such that T ](µn) = νn and h`(µn) = h′(νn). As the set P(X) is compact,
by taking a subsequence, we can suppose there is µ such that µn → µ. By
continuity of T ] we get T ](µ) = ν. Using that h` is u.s.c, we have

h′(ν) ≥ h`(µ) ≥ lim
n
h`(µn) = lim

n
h′(νn),

12



as claimed.
As S(`) has density h′ ∈ U(P(X)) and ` has density h` ∈ U(P(X)) from

the uniqueness of the density, see Theorem 3, we get S(`) = ` iff

h`(ν) =

{
sup[µ∈P(X) | T ](µ)=ν] h`(µ), if ν ∈ T ](P(X))

−∞, if ν /∈ T ](P(X ))
.

Example 22. In above proposition, h does not need to be −∞ over non-
invariant probabilities in order to get S(`) = `. For example, consider X =
{1, 2}. Then P(X) = {(p, 1 − p), p ∈ [0, 1]}. Consider the Shannon entropy
h(p, 1−p) = −p log(p)−(1−p) log(1−p), which satisfies 0 ≤ h(p, 1−p) ≤ log(2)
for any p ∈ [0, 1]. Suppose that T : {1, 2} → {1, 2} satisfies T (1) = 2 and
T (2) = 1. Then T ](p, 1−p) = (1−p, p) and the unique T−invariant probability
is ( 1

2 ,
1
2 ). Observe, however, that h(T ](µ)) = h(µ) for any µ ∈ P(X), that is

h(p, 1− p) = h(1− p, p). Consequently if ` has density entropy h we have

`(g ◦ T ]) = sup
µ∈P(X)

g(T ](µ)) + h(µ) = sup
µ∈P(X)

g(T ](µ)) + h(T ](µ)) = `(g).

In this example
h(ν) = sup

[µ∈P(X) | T ](µ)=ν]

h(µ)

corresponds to h(p, 1− p) = h(1− p, p).

Now we study a backwards idempotent pressure function of the previous
theorem.

Example 23. Let (X, d) be a compact metric space and T : X → X be a
surjective and continuous map such that any point as a finite number of pre-
images. Suppose that LJ : C(X,R)→ C(X,R) is a transfer operator associated
to a continuous Jacobian J : X → R and consider the dual map L∗J : P(X) →
P(X). It means that

LJ(f)(x) =
∑

T (y)=x

J(y)f(y), f ∈ C(X,R),

where
∑
T (y)=x J(y) = 1, ∀x ∈ X. Furthermore, L∗J(µ) = ν means that

∫
f dν =∫

LJ(f) dµ. By Tichonoff-Schauder theorem, there is a probability µJ satisfying
L∗J(µJ) = µJ .

We claim that T ] ◦ L∗J(µ) = µ, ∀µ ∈ P(X) (see Lemma 2.4 in [LO24]).
Indeed, if L∗J(µ) = ν and T ](ν) = ω then we have, for any f ∈ C(X,R),∫

f dω =

∫
f ◦ T dν =

∫ ∑
T (y)=x

J(y)f(T (y)) dµ(x)

=

∫ ∑
T (y)=x

J(y)f(x) dµ(x) =

∫
f(x) dµ(x).

13



Proposition 24. Under the setting of above example, consider the map S :
I(P(X))→ I(P(X)), given by

S(`)(g) := `(g ◦ L∗J).

If h is a u.s.c function satisfying h = −∞ at any probability which is not in-
variant for L∗J , then its associated idempotent pressure function is invariant for
S. More generally, the following sentences concerning an idempotent pressure `
and its density entropy h` are equivalent:
i. ` is invariant for S;
ii. h` satisfies h` = h` ◦ T ] and h`(ν) = −∞ if ν /∈ L∗J(P(X));
iii. h` satisfies h` = h` ◦ L∗J and h`(ν) = −∞ if ν /∈ L∗J(P(X)).

Proof. The first part of the proof follows the same lines than the proof of Propo-
sition 21, replacing T ] by L∗J in that proof.

Let us write
`(g) = max

µ∈P(X)
h`(µ) + g(µ)

where h` is u.s.c.
(iii. ⇒ i.) Suppose that h`(µ) = h`(L

∗
J(µ)) for any µ ∈ P(X) and h`(ν) =

−∞ if ν /∈ L∗J(P(X)). We have

S(`)(g) = `(g ◦ L∗J) = max
µ∈P(X)

h`(µ) + g(L∗J(µ)) = max
µ∈P(X)

h`(L
∗
J(µ)) + g(L∗J(µ))

= max
ν∈L∗

J (P(X))
h`(ν) + g(ν) = max

ν∈P(X)
h`(ν) + g(ν),

where in last equality we use that h`(ν) = −∞ if ν /∈ L∗J(P(X)) and then such
ν does not attain the maximum. This proves that ` is S-invariant.

(i. ⇒ ii.) Suppose that `(g) = `(g ◦ L∗J), for any g ∈ C(P(X),R). Observe
that

`(g ◦ L∗J) = max
µ∈P(X)

h`(µ) + g(L∗J(µ))

= max
µ∈P(X)

h`(T
](L∗J(µ)) + g(L∗J(µ)) = max

ν∈P(X)
h′(ν) + g(ν),

where

h′(ν) :=

{
h`(T

](ν)), ν ∈ L∗J(P(X))
−∞, otherwise.

Since L∗J(P(X)) is closed we obtain that h′ is u.s.c. Thus h′ is the density of
S(`). Since S(`) = `, from the uniqueness of the density h`, we conclude that
h′ = h`.

(ii. ⇒ iii.) For any µ we have h`(L
∗
J(µ)) = h`(T

](L∗J(µ))) = h`(µ).

Next theorem consider a generalization of above one for the case of multiple
Jacobians in the context of symbolic dynamics. Observe that for a unique
Lipschitz Jacobian in symbolic dynamics, if we iterate the above process, we
get that h`(µ) 6= −∞ just if µ ∈ (L∗J)n(P(X)) for any n. There exists a unique
such µ and it is also the unique invariant probability for L∗J (eigen-probablity).

14



We consider on Ω = {1, 2, ..., d}N the distance dγ defined by

dγ(x, y) = γi(x,y), (15)

where 0 < γ < 1
d+1 , x = (x0, x1, x2, ...), y = (y0, y1, y2, ...) and i(x, y) = min

{j ∈ N, xj 6= yj}. In this case the diameter of Ω is equal to 1. A cylinder is a
subset of Ω in the form

[x1, ..., xn] = {(y1, y2, y3, ...) ∈ Ω |, y1 = x1, y2 = x2, ..., yn = xn}.

Theorem 25. Consider the full shift σ over the space (Ω, dγ), where Ω =
{1, ..., d}N and 0 < γ < 1

d+1 . Let

D = {J : Ω→ [0, 1] | Lip(J) ≤ 1 and
d∑
a=1

J(ax) = 1 ∀x ∈ Ω}.

Consider, for each J ∈ D, the dual map L∗J : P(X)→ P(X).
1. For each sequence (J1, J2, J3...) of elements of D there exists a unique prob-
ability µ ∈ P(X) such that

µ = lim
n→∞

L∗J1
◦ · · · ◦ L∗Jn(ν),

for any probability ν.
2. Consider D as a metric space with the supremum norm and for a fixed closed
subset D ⊆ D let q : D → R be a continuous function, such that, supJ∈D qJ =
0. Consider the operator M : I(P (X)) → I(P (X)), acting over idempotent
pressures, which is given by

M(`)(f) :=
⊕
J∈D

qJ � `(f ◦ L∗J). (16)

There exists a unique idempotent pressure function ` satisfying `(0) = 0 and
invariant for M. Its density entropy is given by

h`(µ) =
⊕

(J1, J2, J3, ...) ∈ DN such that
L∗J1
◦ · · · ◦ L∗Jn → µ

[qJ1
+ qJ2

+ qJ3
+ ...]

and h`(µ) = −∞ if there is not such sequence (J1, J2, J3, ...).

Equation (16) can be seen as an IFS idempotent form of the dual of the
Ruelle operator.

Example 26. Suppose that J1 and J2 are two Jacobians in the set D. in this
way D = {J1, J2}. Suppose that qJ1

= qJ2
= 0. Then we are considering the

operator M, acting over idempotent pressures, which satisfies

M(`)(f) := `(f ◦ L∗J1
)⊕ `(f ◦ L∗J2

).
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There exists a unique idempotent pressure function ` satisfying `(0) = 0 and
invariant for M. Its density entropy is given by h`(µ) = 0 if there is a sequence
(i1, i2, i3, ...) ∈ {0, 1}N such that µ = limn→∞ L∗Ji1

◦· · ·◦L∗Jin (·) and h`(µ) = −∞
if there is not such a sequence.

Example 27. Suppose Ω = {1, 2}N and for each p ∈ [0, 1] let Jp be defined by
Jp(1, x1, x2, ...) = p and Jp(2, x1, x2, ...) = 1− p. Let D = {Jp | p ∈ [0, 1]} ⊂ D.
We denote also Pp(1) = Jp(1) = p and Pp(2) = Jp(2) = 1 − p. Fix a sequence
(Jp1 , Jp2 , Jp3 , ...) and let µ be such that

L∗Jp1
◦ · · · ◦ L∗Jpn (·)→ µ.

We want to characterize such µ. Let us claim that µ satisfies

µ[x1, ..., xn] = Pp1
(x1) · · ·Ppn(xn),

for any cylinder set [x1, ..., xn] (this is a generalization of the concept of Bernoulli
probabiliy, because the weight (pi, 1− pi) is not the same for each coordinate i).
In order to verify that µ satisfies such property we compute as below.
- if f1 = I[x1] we have, for any ν:∫

f1dL
∗
Jp1

(ν) =

∫
LJp1

(f1) dν =

∫
Jp1

(1x)f1(1x) + Jp1
(2x)f1(2x) dν(x)

= p1I[x1](1) + (1− p1)I[x1](2) = Pp1(x1).

It follows that µ[x1] = Pp1(x1).
- if f2 = I[x1,x2] we have, for any ν:∫

f2 d(L∗Jp1
◦ L∗Jp2

(ν)) =

∫
LJp1

(f2) dL∗Jp2
dν =

∫
LJp2

◦ LJp1
(f2) dν

=

∫ 2∑
i2=1

Jp2
(i2)(LJp1

f2)(i2x) dν(x) =

∫ 2∑
i2=1

Jp2
(i2)(

2∑
i1=1

Jp1
(i1)f2(i1i2x)) dν(x)

=

2∑
i2=1

Jp2
(i2)(

2∑
i1=1

Jp1
(i1)f2(i1i2)) =

∑
i1,i2

Jp1
(i1)Jp2

(i2)I[x1,x2](i1, i2) = Pp1
(x1)·Pp2

(x2).

In general, if fn = I[x1,x2,...,xn] we have, for any ν:∫
fn dL

∗
Jp1
◦ · · · ◦ L∗Jpn (ν) =

∫
LJpn ◦ · · · ◦ LJp1

(fn) dν

=

∫ ∑
i1,...,in

Jpn(in) · · · Jp1(i1)I[x1,...,xn](i1, ..., in) = Pp1(x1) · · ·Ppn(xn).

Such µ usually is not σ-invariant. Indeed, a probability ν is invariant if it
satisfies, for any cylinder set [x1, ..., xn],

2∑
i=1

ν[i, x1, x2, ..., xn] = ν[x1, x2, ..., xn].
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For the above defined µ we have

2∑
i=1

µ[i, x1, x2, ..., xn] =

2∑
i=1

Pp1(i)Pp2(x1) · · ·Ppn+1(xn) = Pp2(x1) · · ·Ppn+1(xn)

which is different of µ[x1, x2, ..., xn] = Pp1
(x1) · · ·Ppn(xn). We get the equality

for all cylinders just in the case p1 = p2 = p3 = ..., that is µ is the Bernoulli
probability.

5.1 Proof of Theorem 25

In order to prove Theorem 25 we need to consider several concepts and prove
some technical preparatory results. In particular, we need some stability result
showing how the image of a transfer operator acting in probabilities change
under small variations of the parameter. The proof follows from adapting results
described in [Hut81] and [Mic14] to our level-2 context.

For a Lipschitz functions w : Ω → R, denote |w|γ = supx 6=y
|w(x)−w(y)|
dγ(x,y) ,

which is called the Lipschitz constant of w, and ||w||∞ = supx∈Ω |w(x)|, which
is the supremum norm of w.

Consider the set

D = {J : Ω→ [0, 1] | |J |γ ≤ 1 and

d∑
a=1

J(ax) = 1 ∀x ∈ Ω}.

It is a compact metric space for the supremum norm || · ||∞. Indeed, as the
potentials J ∈ D are uniformly bounded and have Lispchitz constant smaller
or equal than 1, any sequence has a convergent subsequence by Arzela-Ascoli
Theorem. Furthermore the limit function is in D.

Definition 28. We define the 1-Wasserstein distance on P(Ω) by

W1(µ, ν) = sup
|f |γ≤1

µ(f)− ν(f). (17)

Observe that for any constant c we get |f+c|γ = |f |γ and µ(f+c)−ν(f+c) =
µ(f)− ν(f). Then we can suppose that inf{f(x) |x ∈ Ω} = 0. Consequently, as
diam(Ω) = 1, we get also sup{f(x) |x ∈ Ω} ≤ 1. Consequently we can suppose
0 ≤ f ≤ 1 for the computation of W1.

Proposition 29. For any J ∈ D and any µ, ν ∈ P(Ω),

W1(L∗J(µ), L∗J(ν)) ≤ r ·W1(µ, ν), (18)

where r = (d+ 1)γ < 1.

This shows that µ → L∗J(µ) is a contraction on P(Ω) for the metric W1,
with a constant r which is independent of J ∈ D.
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Proof. We initially claim that |LJ(f)|γ ≤ (d + 1) · γ · |f |γ , for any Lipschitz
function f satisfying inf{f(x) |x ∈ Ω} = 0 (and consequently sup{f(x) |x ∈
Ω} ≤ |f |γ). Indeed, for x 6= y we have

|LJ(f)(x)− LJ(f)(y)|
dγ(x, y)

=
|
∑d
a=1 J(ax)f(ax)−

∑d
a=1 J(ay)f(ay)|

dγ(x, y)

≤
|
∑d
a=1 J(ax)f(ax)−

∑d
a=1 J(ay)f(ax)|+ |

∑d
a=1 J(ay)f(ax)−

∑d
a=1 J(ay)f(ay)|

dγ(x, y)

≤
|
∑d
a=1[J(ax)− J(ay)]f(ax)|+ |

∑d
a=1 J(ay)[f(ax)− f(ay)]|

dγ(x, y)

≤ dγ|J |γ ||f ||∞ + γ|f |γ ≤ dγ|f |γ + γ|f |γ = (d+ 1)γ|f |γ .

Now for any Lipschitz function f satisfying |f |γ ≤ 1 and 0 ≤ f ≤ 1, as
|LJ(f)|γ ≤ r where r = (d+ 1) · γ, we get

L∗J(µ)(f)− L∗J(ν)(f) = µ(LJ(f))− ν(LJ(f)) ≤ sup
|g|γ≤r

µ(g)− ν(g)

= sup
|h|γ≤1

µ(r · h)− ν(r · h) = r ·W1(µ, ν).

Taking sup|f |γ≤1 in the left hand side we conclude the proof.

Proposition 30. For any probability µ ∈ P(Ω) and J1, J2 ∈ D,

W1(L∗J1
(µ), L∗J2

(µ)) ≤ d ||J1 − J2||∞. (19)

Proof. Consider a function f : Ω→ [0, 1] satisfying |f |γ ≤ 1. We have

|LJ1
(f)(x)− LJ2

(f)(x)| ≤
d∑
a=1

|f(ax)J1(ax)− f(ax)J2(ax)|

≤
d∑
a=1

|J1(ax)− J2(ax)| ≤ d ||J1 − J2||∞.

Then,

|
∫
fdL∗J1

(µ)−
∫
fdL∗J2

(µ)| = |
∫
LJ1(f)(x)dµ(x)−

∫
LJ2(f)(x)dµ(x)| ≤

∫
|LJ1

(f)(x)− LJ2
(f)(x) |dµ(x) ≤ d ||J1 − J2||∞.
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Proposition 31. Let r = (d + 1)γ < 1 and consider on D the metric defined
by d̃(J1, J2) = d

r ||J1 − J2||∞. Then, for any J1, J2 ∈ D and any µ1, µ2 ∈ P(Ω)
we have

W1(L∗J1
(µ1), L∗J2

(µ2)) ≤ r[W1(µ1, µ2) + d̃(J1, J2)] (20)

Proof. Note that from Propositions 29 and 30

W1(L∗J1
(µ1), L∗J2

(µ2)) ≤W1(L∗J1
(µ1), L∗J1

(µ2)) +W1(L∗J1
(µ2), L∗J2

(µ2)) ≤

r W1(µ1, µ2) + d ||J1 − J2||∞ = r[W1(µ1, µ2) + d̃(J1, J2)].

We remark that the metric d̃ on D is equivalent to the supremum norm.

Proposition 32. Given a closed (therefore compact) subset D ⊆ D with respect
to the metric d̃ and the compact metric space (P(X),W1), consider the iterated
function system (P(X), (φJ)J∈D) where φJ : P(X) → P(X) satisfies φJ(µ) =
L∗J(µ). Such IFS is uniformly contractible, that is, for any J1, J2 ∈ D and
µ1, µ2 ∈ P(X),

W1(φJ1(µ1), φJ2(µ2)) ≤ r[W1(µ1, µ2) + d̃(J1, J2)].

Applying above proposition, the proof of Theorem 25 is a consequence of
Lemma 4.1 and Theorem 4.7 in [MO24a].

Remark 33. Once proved that (P(X), (φJ)J∈D) is uniformly contractible, The-
orem 3.6 in [MO24a] can be also applied in order to get a characterization of
invariant idempotent pressures for the non-place dependent case (where qJ(µ)
depends of µ). Furhtermore, all theory concerning transfer operators for uni-
formly contractible IFS (see [MO24b]) can be applied for such IFS.

6 The inverse problem

We start investigating the inverse problem, that is: given an idempotent pressure
function `, is there some uniformly contractive IFS in I(P(X)) (recall from
Section 2, Definition 5, that I(P(X)) is the set of idempotent probabilities over
P(X)) for which ` is invariant?

An attempt to solve our inverse problem is to consider an IFS as general as
possible. Let (X, dX) be a compact metric space and (J := P(X), dJ = 1

γ dP(X)),
for 0 < γ < 1, also a compact metric space. Consider the iterated function
system given by a family of maps {φν : P(X) → P(X) | ν ∈ P(X)} which are
defined by

φν(µ) = ν, ∀ν ∈ P(X), µ ∈ P(X).

We notice that, φ is uniformly contractive, that is,

dP(X)(φν1
(µ1), φν2

(µ2)) = dP(X)(ν1, ν2) + 0 ≤ γ · [dJ(ν1, ν2) + dP(X)(µ1, µ2)].
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A continuous function q : P(X) × P(X) → R, q(ν, µ) = qν(µ), is a normalized
family of weights if it satisfies |qν(µ1)− qν(µ2)| < Cd(µ1, µ2)∀ν, µ1, µ2 ∈ P(X)
and ⊕ν∈P(X)qν(µ) = 0∀µ ∈ P(X). We call S = (P(X), φ, q) a max-plus IFS
(mpIFS) (see [MO24a]).

Definition 34. To each mpIFS S = (P(X), φ, q) we assign the following oper-
ators:
1. Lφ,q : C(P(X),R)→ C(P(X),R), defined by

Lφ,q(f)(µ) :=
⊕

ν∈P(X)

qν(µ)� f(φν(µ)). (21)

2. Mφ,q : I(P(X))→ I(P(X)), defined by

Mφ,q(`) :=
⊕

ν∈P(X)

`(qν � (f ◦ φν)). (22)

3. Lφ,q : U(P(X))→ U(P(X)), defined by

Lφ,q(λ)(µ) :=
⊕

(ν,η)∈φ−1(µ)

qν(η)� λ(η). (23)

Next theorem establishes the relation between the three operators in Defi-
nition 34.

Theorem 35. [MO24a] Given a density function λ ∈ U(P(X)) satisfying
⊕µλ(µ) = 0 and the associated idempotent pressure ` =

⊕
µ∈P(X) λ(µ) � δµ ∈

I(P(X)) we have that Mφ,q(`) =
⊕

µ∈P(X) Lφ,q(λ)(µ) � δµ, that is, Mφ,q(µ)

has density Lφ,q(λ) where λ is the density of `. Furthermore

Mφ,q(`)(f) = `(Lφ,q(f)),

for any f ∈ C(X,R), that is, Mφ,q is the max-plus dual of Lφ,q.

Definition 36. An idempotent pressure ` ∈ I(P(X)) with density λ ∈ U(P(X))
is called invariant (with respect to the mpIFS) if it satisfies any of the following
equivalent conditions:
1. Mφ,q(`) = `;
2. Lφ,q(λ) = λ;
3. `(Lφ,q(f)) = `(f), for any f ∈ C(P(X),R).

Question: Consider an idempotent pressure function ` satisfying `(0) = 0
and with density entropy h := h`. Is there a family of weights qν(µ) ≤ 0, such
that maxν∈X qν(µ) = 0, and ` = maxµ∈P(X) h(µ) + δµ is invariant for the max-
plus IFS (P(X), φν , qν)?
The density entropy, as an invariant density, must verify Lφ,q(h) = h, that is,

h(µ) = max
(ν,η)∈φ−1(µ)

qν(η)� h(η).
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Since φν(µ) = ν, ∀ν ∈ P(X), µ ∈ P(X), we obtain (ν, η) ∈ φ−1(µ) if, and only
if ν = µ and η is arbitrary, thus,

h(µ) = max
η∈P(X)

qµ(η) + h(η). (24)

Note that qν(ζ) = h(ν)−h(ζ) is not necessarily a candidate, because h(ν)−h(ζ)
is not necessarily bounded from above, neither continuous. Actually, for each
ν, we have that qν(ζ) is a l.s.c. function.
Let us suppose that the entropy h is continuous, non positive and that there
exists µ0 ∈ P(X) such that h(µ0) = 0. In this case, the solution is

qµ(η) := h(µ), ∀η, µ ∈ P(X).

We can check that this function solves Equation 24.
Indeed,

h(µ) = max
η∈P(X)

qµ(η) + h(η) = max
η∈P(X)

h(µ) + h(η)

is always true because h ≤ 0 and for η = µ0 we have h(η) = 0.

7 Max-plus dynamics

Suppose K is a compact metric space, and T : K → K is continuous. Consider
an ergodic T -invariant probability µ on K and a continuous function f : K → R.
It is natural to consider the asymptotic, as n→∞, of the sums

(f(x)⊕ f(T (x))⊕ ...⊕ f(Tn−1(x)),

for µ-almost every x ∈ K. Among other things, we will introduce the max-plus
partition function and we will describe large deviation properties.

The results of this section can be applied to the case where T is the push-
forward map and K = P(X), where X is a compact metric space. A version of
this result for uniquely ergodic dynamical systems can be found in Corollary 4
in [KM89], which is the max-plus analogous to Furstenberg’s theorem [Fur61].

Lemma 37. Suppose K is a compact metric space, and T : K → K is contin-
uous. Consider an ergodic T -invariant probability µ which is positive on open
sets and a continuous function f : K → R. Then, for µ-almost every x ∈ K we
have

lim
n→∞

f(x)⊕ (T (x))⊕ ...⊕ f(Tn−1(x)) = sup
x∈K

f(x). (25)

Proof. Let x0 ∈ K be such that f(x0) = supx∈K f(x). Given k ∈ N, let δ > 0
be such that |f(x)− f(x0)| < 1/k for any x ∈ B(x0, δ).

As µ(B(x0, δ)) > 0, by Birkhoff ergodic theorem, for µ almost every point
x ∈ K, the sequence x, T (x), T 2(x), ... will visit the set B(x0, δ). Therefore,
there exists a set Uk ⊆ K such that µ(Uk) = 1 and for any x ∈ Uk,

lim sup
n→∞

f(x)⊕ f(T (x))⊕ ...⊕ f(Tn−1(x)) ≥ f(x0)− 1/k.
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Taking U = ∩k∈NUk we get µ(U) = 1 and

lim sup
n→∞

f(x)⊕ f(T (x))⊕ ...⊕ f(Tn−1(x)) ≥ f(x0) ∀x ∈ U.

Let K be a compact set, T : K → K be continuous, f : K → R be a
continuous function and µ be an ergodic T -invariant probability which is positive
on open sets. For each value t ∈ R, we define c(t) := lim supn→∞ cn(t), where

cn(t) :=
1

n
log

∫
en t (f(x)⊕f(T (x))⊕f(T 2(x))⊕...⊕f(Tn−1(x)))dµ(x). (26)

Proposition 38. For t ≥ 0 we have c(t) = t · maxx∈K f(x) and c(−t) ≥
(−t) ·maxx∈K f(x).

Proof. Clearly, c(0) = 0. Suppose t > 0 and let x0 ∈ K be such that f(x0) =
maxx∈K f(x). For each ε > 0 let δ > 0 be such that f(x) > f(x0) − ε for any
x ∈ B(x0, δ). Then we have

c(t) ≥ lim sup
n→+∞

1

n
log

∫
B(x0,δ)

entf(x)dµ(x)

≥ lim sup
n→+∞

1

n
log
(
ent(f(x0)−ε) · µ(B(x0, δ))

)
= t(f(x0)− ε) = t(max

x∈K
f(x))− tε.

As ε is arbitrary, we get c(t) ≥ t maxx∈K f(x). The opposite inequality is trivial.
Furthermore,

c(−t) = lim sup
n→+∞

1

n
log

∫
e−n t (f(x)⊕...⊕f(Tn−1(x))dµ(x)

≥ lim sup
n→+∞

1

n
log

∫
e−n t f(x0)dµ = −tf(x0) = −t(max

x∈K
f(x)).

Remark 39. In Example 43 we exhibit a case where c(−t) 6= (−t)·maxx∈K f(x).

Remark 40. If f ≥ 0 then c is non-decreasing and consequently c(s ⊕ t) =
c(s)⊕ c(t). If f ≥ 1 and α < 0 then c(α� t) ≤ α� c(t). Indeed,

c(α+ t) ≤ lim sup
n→∞

1

n
log

∫
e(nα·1)+n t (f(x)⊕...⊕f(Tn−1(x))dµ(x) = α+ c(t).

Consequently, if f ≥ 1 then c is max-plus convex, that is, if α⊕ β = 0 then

c((α� t)⊕ (β � s)) ≤ (α� c(t))⊕ (β � c(s)).
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In what follows we would like to estimate the growth with n of the expression∫
en t (f(z)⊕f(σ(z))⊕f(σ2(z))⊕...⊕f(σn−1(z))dµ(z), (27)

which is the max-plus version of the so called partition function.

Lemma 41 ( Chebyshev’s inequality). Let g : K → R be a measurable func-
tion and h : R → R be a non-negative, non-decreasing function such that∫
h(g(x))dµ(x) < +∞. Then, for any value d such that h(d) > 0,

µ({x | g(x) ≥ d}) ≤
∫
h(g(x))dµ(x)

h(d)
.

In the classical case, the upper bound large deviation follows from Cheby-
shev’s inequality (see [Ell06]). In the max-plus case we will also apply Cheby-
shev’s inequality, but we have to consider a small variation of it, taking into
account our definition of cn(t) (for the dynamical max-plus sum, in the expo-
nential term in (27), there is an extra term n multiplying t, which does not
appear in the case of the classical dynamical sum, as stated for c(t) in page 535
in [Lop90].

Proposition 42. [Upper large deviation bounds] Let K be a compact metric
space, T : K → K be continuous, f : K → R be a continuous function and µ be
an ergodic T -invariant probability which is positive on open sets. Then, for any
value b < supx∈K f(x), we have

lim sup
n→∞

1

n
log(µ{x|(f(x)⊕ ...⊕ f(Tn−1(x)) ≤ b}) ≤ inf

t≥0
[tb+ c(−t)]. (28)

Proof. We can suppose f ≥ 0. Indeed, if we add a constant on both f and b
then both sides of (28) remains equal. For each n ∈ N and t > 0, let us consider

h(x) = en t x, g(x) = −(f(x)⊕ ...⊕ f(Tn−1(x)) and d = −b.

From Chebychev inequality, for t ≥ 0

µ{x| − (f(x)⊕ ...⊕ f(Tn−1(x)) ≥ −b} ≤
∫
e−nt(f(x)⊕...⊕f(Tn−1(x))) dµ(x)

e−ntb
.

Then

lim sup
n→+∞

1

n
logµ{x| − (f(x)⊕ ...⊕ f(Tn−1(x)) ≥ −b} ≤ c(−t) + tb.

Consequently

lim sup
n→+∞

1

n
logµ{x|(f(x)⊕ ...⊕ f(Tn−1(x)) ≤ b} ≤ inf

t≥0
[c(−t) + tb].
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Example 43. Let us suppose that K = {0, 1}N and f : {0, 1}N → R is given by

f(x1, x2, x3, ...) =

{
0 if x1 = 0
1 if x1 = 1

.

Let T : {0, 1}N → {0, 1}N be the shift map σ and µ be the Bernoulli probability
(p, 1−p), where 0 < p < 1. This means that, for any cylinder set [x1, x2, ..., xn],
we have µ[x1, x2, ..., xn] = Px1

· Px2
· · ·Pxn where P0 = p and P1 = 1− p.

We remark that, for any x ∈ {0, 1}N we have that (f(x)⊕ ...⊕ f(σn−1(x)))
is equal to zero or one. Furthermore, it is zero iff x ∈ [0, 0, .., 0︸ ︷︷ ︸

n

]. Therefore, for

any 0 < b < 1 we have

lim
n→∞

1

n
log(µ{x|(f(x)⊕ ...⊕ f(σn−1(x))) ≤ b})

= lim
n→∞

1

n
log(µ[0, 0, .., 0︸ ︷︷ ︸

n

]) = lim
n→∞

1

n
log(pn) = log(p).

From now on we want to estimate the upper bound large deviation described
in Proposition 42 for 0 < b < 1. As we will see, the right hand side of inequal-
ity (28) does not match with log(p). Consequently, inequality (28) can not be
replaced by an equality. In this way, initially we need to estimate c(−t) for each
t ≥ 0. For fixed n ≥ 0 and t ≥ 0 we have∫

en (−t) (f(x)⊕f(σ(x))⊕...⊕f(σn−1(x))dµ(x)

=

∫
[1]

e−n t (f(x)⊕...⊕f(σn−1(x))dµ(x)

+

n−1∑
j=1

∫
[0, 0, .., 0︸ ︷︷ ︸

j

, 1]

e−n t (f(x)⊕...⊕f(σn−1(x))dµ(x)

+

∫
[0, 0, .., 0︸ ︷︷ ︸

n

]

e−n t (f(x)⊕...⊕f(σn−1(x))dµ(x)

= e−nt(1− p) +

n−1∑
j=1

e−ntpj(1− p) + e0pn

= e−nt(1− p)(1− pn

1− p
) + pn

= e−nt(1− pn) + pn.

It follows that

c(−t) = lim sup
n→+∞

1

n
log(e−nt(1− pn) + pn)
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= lim sup
n→+∞

1

n
log(e−nt(1− pn) + elog(p)n) = max{−t, log(p)}.

Consequently, from inequality (28) we get, for 0 < b < 1,

lim sup
n→∞

1

n
log(µ{x|(f(x)⊕ ...⊕ f(σn−1(x)) ≤ b})

≤ inf
t≥0

[tb+ max{−t, log(p)}] = inf
t≥0

[max{−t(1− b), tb+ log(p)}].

The function t 7→ −t(1 − b) is decreasing and the function t 7→ tb + log(p) is
increasing. Then, the above infimum is attained by t satisfying tb + log(p) =
−t(1− b), that is, t = − log(p). Therefore, inequality (28) can be rewritten as

lim sup
n→∞

1

n
log(µ{x|(f(x)⊕ ...⊕ f(σn−1(x)) ≤ b}) ≤ (1− b) log(p).

On the other hand, as we saw above,

lim
n→∞

1

n
log(µ{x|(f(x)⊕ ...⊕ f(σn−1(x)) ≤ b}) = log(p),

being log(p) < (1− b) log(p) because log(p) < 0.
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