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Abstract

Suppose $\sigma$ is the shift acting on Bernoulli space $X = \{0, 1\}^\mathbb{N}$, and, consider a fixed function $f : X \to \mathbb{R}$, under the Waters’s conditions (defined in a paper in ETDS 2007). For each real value $t \geq 0$ we consider the Ruelle Operator $L_{tf}$. We are interested in the main eigenfunction $h_t$ of $L_{tf}$, and, the main eigenmeasure $\nu_t$, for the dual operator $L_{tf}^*$, which we consider normalized in such way $h_t(0^\infty) = 1$, and, $\int h_t \, d\nu_t = 1, \forall t > 0$. We denote $\mu_t = h_t\nu_t$ the Gibbs state for the potential $tf$. By selection of a subaction $V$, when the temperature goes to zero (or, $t \to \infty$), we mean the existence of the limit

$$V := \lim_{t \to \infty} \frac{1}{t} \log(h_t).$$

By selection of a measure $\mu$, when the temperature goes to zero (or, $t \to \infty$), we mean the existence of the limit (in the weak* sense)

$$\mu := \lim_{t \to \infty} \mu_t.$$

We present a large family of non-trivial examples of $f$ where the selection of measure exists. These $f$ belong to a sub-class of potentials introduced by P. Walters. In this case, explicit expressions for the selected $V$ can be obtained for a certain large family of parameters.
1 Introduction

We consider $X = \{0, 1\}^\mathbb{N}$ with the usual metric

$$d(x, y) = \theta^N, \quad x_1 = y_1, \ldots, x_{N-1} = y_{N-1}, x_N \neq y_N,$$

where $x = (x_1 x_2 \ldots), y = (y_1 y_2 \ldots)$, with $\theta$ fixed $0 < \theta < 1$.

We also consider here a fixed potential (just a function) $f : X \to \mathbb{R}$, which satisfies Walter’s summable condition [25] (to be defined later). There are H"older functions among the set of such potentials. For each real value $t \geq 0$, we denote $L_{tf}$ the Ruelle Operator given by the potential $tf$; that is, $L_{tf}$, acting on continuous functions $w : X \to \mathbb{R}$, is defined by

$$L_{tf}(w)(x) := \sum_{\sigma(y)=x} e^{tf(y)} w(y).$$

The parameter $t = \frac{1}{T} > 0$ represents the inverse of the temperature $T$ on Thermodynamic Formalism [23] [15]. In the setting of Statistical Mechanics we are considering a problem in the lattice $\mathbb{N}$. The potential $tf$ represents an interaction on the lattice. When $f$ is a H"older function, any statistical problem in the lattice $\mathbb{Z}$ can be transformed into a problem in the lattice $\mathbb{N}$ [23].

We are interested in the main eigenfunction $h_t$ of $L_{tf}$, and, the main eigenmeasure $\nu_t$, for the dual operator $L_{tf}^*$ (both with the same eigenvalue).

For the purpose of selection of subaction, we assume here that the eigenfunction $h_t$ satisfies, for all $t$, the expression $h_t(0^\infty) = 1$.

We assume that the eigen-measure $\nu_t$ satisfies the normalization $\int h_t \, d\nu_t = 1$.

We denote by $\mathcal{M}$ the set of invariant probabilities for the shift.

The probability $\mu_t = h_t \nu_t$ belongs to $\mathcal{M}$, and, it is called the Gibbs state for the potential $tf$.

The potentials that we consider here are such that the Gibbs state is an equilibrium probability for $f$, that means, such $\mu_t$ maximizes Pressure (or, Free Energy):

$$P(tf) := \sup_{\rho \in \mathcal{M}} \left( h(\rho) + \int tf \, d\rho \right) = h(\mu_t) + \int tf \, d\mu_t,$$

where $h(\rho)$ is the Kolmogorov entropy of $\rho$ [23].

A probability $\hat{\rho}$ which maximizes

$$\int f \, d\rho, \quad \rho \in \mathcal{M},$$
is called a maximizing probability for \( f \) [9] [10] [14] [4] [16] [5] [22] [3]. We denote \( \beta(f) \) this maximal value.

One can show for the potentials we consider here that any accumulation point of \( \mu_t, t_i \to \infty \), is a maximizing probability for \( f \) (due to the maximal pressure property the proof is the same as in [9]).

Even for Holder potentials \( f \), this maximizing probability is, of course, not necessarily unique. In general, it is not positive on all open sets (even when this maximizing probability is unique), which is quite different of the case when one considers the Gibbs state \( \mu_t \) at non zero temperature, that is, \( t \neq \infty \) (in the case \( f \) is Holder) [10]. If the maximizing probability is unique, then, of course, the limit \( \mu_t \) exist, and, it is equal to this probability. In this case, we have a trivial example of selection of limit measure, when \( t \to \infty \).

The selection problem is nontrivial only when there is more than one maximizing probability. There exists an interesting example by R. Chazottes and M. Hochman [7] of a Holder potential \( f \) such that \( \mu_t \) does not converges, when \( t \to \infty \). If the potential depends on a finite number of coordinates, then the limit exists [6] [16]. The selected measure do not have to be ergodic (see also an example in the end of the paper).

An interesting problem is to find sufficient conditions to assure the existence of a limit probability in the case the maximizing probability is not unique. And, also, to find explicit examples where one can exhibit the limit selected \( V \). To address these questions is one the main purposes of the present paper. Part of our work is inspired by results on selection from the paper [1] (a different setting where it is considered a Bernoulli space with three symbols).

This kind of question - existence, or non-existence of limit probability at temperature zero - it is very important in Statistical Mechanics (see [24], for the case where the state space is \( S^1 \), not \{0, 1\}, the so called \( XY \) Model, where the authors show an example with no limit for the Gibbs probabilities at temperature \( T \), when \( T = \frac{1}{t} \to 0 \)). We refer the reader to [3] for other related results on the general \( XY \) model.

We are interested in potentials \( f \) that depends on infinite coordinates.

**Definition 1.** We say that a continuous function \( u : X \to \mathbb{R} \) is a calibrated subaction for \( f \), if for any \( y \) in \( X \), we have

\[
  u(y) = \sup_{\sigma(x) = y} \{ f(x) + u(x) - \beta(f) \}.
\]

If we add a constant to a subaction we get a new subaction. If \( f \) is a Holder potential and the maximizing probability is unique, then there is a unique subaction up to an additive constant [10] [12]. If, for a given subsequence we have \( \frac{1}{t_i} \log(h_{t_i}) \to V_1 \), then, \( V_1 \) is a calibrated subaction [2] [12].
If the maximizing probability is unique and \( f \) is Holder, then, under the normalizing condition \( h_t(0^\infty) = 1 \), we have that \( \frac{1}{t} \log(h_t) \) converges [9] [10].

Moreover, under the normalization \( \int d\nu = 1, \int h_t \nu = 1 \), we have that \( \frac{1}{t} \log(h_t) \) is equicontinuous. If the maximizing probability is unique, \( f \) is Holder, and we consider two (possible) different convergent subsequence \( \frac{1}{t} \log(h_{t_i}) \to V_1 \), and \( \frac{1}{s} \log(h_{s_i}) \to V_2 \), then, of course, \( V_1 - V_2 \) is a constant [2] [12]. In a forthcoming paper we will show that, if the maximizing probability is unique, then, with this normalization, there exists also the limit \( \frac{1}{t} \log(h_t) \), as \( t \to \infty \).

Under the uniqueness assumption of the maximizing probability, if we fix a point \( x_0 \in X \), and normalize \( h \) by \( h_t(x_0) = 1 \), for all \( t \), then, the reasoning is easier, and \( \frac{1}{t} \log(h_t) \) converges always to a certain subaction \( V \) (which satisfies \( V(x_0) = 0 \)), as \( t \to \infty \).

Anyway, as we said before, here we are mainly interested in the case the maximizing probability is not unique. In this case there exists subactions which do not differ by a constant (see Theorems 10 and 12 in [12]).

We denote by \( \sigma \) the shift operator acting on \( X \). For \( n \in \mathbb{N} \), we denote by \( 0_n \) and \( 1_n \) the points in \( \{0, 1\}^n \) given by

\[
0_n := \underbrace{0 \ldots 0}_{n}, \quad 1_n := \underbrace{1 \ldots 1}_{n}.
\]

Moreover, given a finite sequence \( x_1 \ldots x_n \in \{0, 1\}^n \), we denote by \( (x_1 \ldots x_n)^\infty \) the periodic orbit in \( X \) given by the successive repetition of \( x_1 \ldots x_n \).

Consider the class \( R(X) \) (see [25]) of function \( f : X \to \mathbb{R} \) given by the rule: there exists sequences \( \{a_n\}_{n \geq 2} \to a, \{b_n\}_{n \geq 1} \to b, \{c_n\}_{n \geq 2} \to c, \{d_n\}_{n \geq 1} \to d \), such that, for any \( z \in X, p \geq 2, q \geq 1 \):

\[
f(0^p1z) = a_p, \quad f(01^q0z) = b_q, \quad f(1^p0z) = c_p, \quad f(10^q1z) = d_q, \]

\[
f(0^\infty) = a, \quad f(01^\infty) = b, \quad f(1^\infty) = c, \quad f(10^\infty) = d.
\]

The potentials consider by F. Hofbauer [13] [18] [11] (not Holder) are on this class \( R(X) \). He was interested in phase transitions (at positive temperature).

Depending of the velocity of convergence of the sequences \( a_p, b_p, c_p \) and \( d_p \), such function \( f \) will be Holder (Lipschitz), or not. We call here Walters’s summable potential (called \( W(X,T) \) in [25]) any function \( f \in R(X) \) as above, such that \( \sum_{n \geq 2}(a_n - a) \) and \( \sum_{n \geq 2}(c_n - c) \) are convergent series (see [25], theorem 1.1 (ii)). This happen when \( f \) is Holder.

We point out that in some papers it is usual the terminology “a potential satisfying the Walters’s condition” (see [5]), but this is a different concept.
from the one we use here (we consider in the sense of a class described in [25]).

P. Walters [25] introduce the class \( R(X) \) and analyze for a certain subclass of potentials (see Theorem 2.4 in page 1332) the Ruelle operator for these potentials (not necessarily Holder). In this case the main eigenvalue \( \lambda_t \) is given in an implicit expression (see expression on top of page 1341 [25], or, in the beginning of our section 2), and, in general, one can not get it in an explicit form. From the expression of this eigenvalue \( \lambda_t \), then, you have indeed the explicit form of the eigenfunction \( h_t \), and, the eigenmeasure \( \nu_t \) (see page 1341 [25]).

For the class of summable Walters’s potentials we consider all the above apply.

We point out that when \( f \) is Holder there is no phase transitions at non-zero temperature (see [23]).

We will use below and in the rest of the paper the notation: for fixed \( q \geq 1 \), when \( j = 0 \), we have that \( a_{q+1} + \ldots + a_{q+j} = 0 \).

For the family of Walters’s summable potentials, as we said, we will analyze the two selection problems on the zero temperature limit. We will first prove the following:

**Theorem 2.** Let \( f \) be a Walters’s summable potential. Suppose \( a = c = \beta(f) \) and any maximizing measure is of the form \( s \delta_{0^\infty} + (1 - s) \delta_{1^\infty}, \ s \in [0, 1] \). Then there exists a unique real value \( A \leq 0 \) such that

\[
2\beta(f) = \max \{ \sup_{j \geq 0} (d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - A \}
\]

\[
+ \max \{ \sup_{j \geq 0} (b_{1+j} + c_2 + \ldots + c_{1+j} - j\beta(f)), b + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)) - A \}.
\]

Also, there exists \( V := \lim_{t \to \infty} \frac{1}{t} \log(h_t) \), and \( V \) satisfies

\[
V(0^\infty) = 0,
\]

\[
V(1^\infty) = b - d - \beta(f) + \max \{ \sup_j (d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - A \},
\]

\[
V(0^1z) = A - d + \max \{ \sup_j (d_{q+j} + a_{q+1} + \ldots + a_{q+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{q+j} - \beta(f)) - A \},
\]

\[
V(0^qz) = A - d + \max \{ \sup_j (d_{q+j} + a_{q+1} + \ldots + a_{q+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{q+j} - \beta(f)) - A \},
\]

\[
V(0^q1z) = A - d + \max \{ \sup_j (d_{q+j} + a_{q+1} + \ldots + a_{q+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{q+j} - \beta(f)) - A \},
\]

\[
V(0^q1^\infty) = A - d - \beta(f) + \max \{ \sup_j (d_{q+j} + a_{q+1} + \ldots + a_{q+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{q+j} - \beta(f)) - A \},
\]

\[
V(1^q1^\infty) = b - d - \beta(f) + \max \{ \sup_j (d_{q+j} + a_{q+1} + \ldots + a_{q+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{q+j} - \beta(f)) - A \}.
\]
\[ V(1^q 0^z) = -d - \beta(f) + A \]
\[ + \max \{ \sup_j (d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - A \} \]
\[ + \max \{ \sup_j (b_{q+j} + c_{q+1} + \ldots + c_{q+j} - j\beta(f)), b + \sum_{j=1}^{\infty} (c_{q+j} - \beta(f)) - A \} \].

The value \( A \) can be obtained in an explicit form (see Lemma 5). Clearly this function \( V \) is also in \( R(X) \). It will be Holder if \( f \) is Holder [10].

The second problem is: what we can say about selection of measures for the above class of potentials? We are going to determine the expressions of \( \mu_t([0]) \) and \( \mu_t([1]) \) (and, also for other cylinders), and, later we will prove the following:

**Theorem 3.** Let \( f \) be a Walters’s summable potential such that \( a = c = 0 \), \( b_n \equiv b \), \( d_n \equiv d \), and assume the numbers \( b, d, a_n, c_n \) are strictly smaller than zero. If \( \sum_{j=2}^{\infty} a_j < b + d + \sum_{j=2}^{\infty} c_j \), then \( \mu_t \to \delta_{1^\infty} \) weakly*.

Clearly an analogous result is true if \( \sum_{j=2}^{\infty} c_j < b + d + \sum_{j=2}^{\infty} a_j \). This result is related to the question considered by Baraviera-Lopes-Leplaideur ([1]). This show that the selection isn’t a result only of the particular velocity of convergence of \( a_n \to 0 \) and \( b_n \to 0 \). In fact, the terms \( a_3, a_4, \ldots \) and \( c_3, c_4, \ldots \) aren’t sufficiently to determine the selection of measure, because taking \( a_2 << 0 \) or \( c_2 << 0 \), we can get either case of inequality we want. For given \( a = c = 0 \), \( a_3, a_4, \ldots < 0 \) and \( c_3, c_4, \ldots < 0 \), it is possible determine \( b_n, d_n, a_2, c_2 \), in such way that \( \mu_t \to \delta_{0^\infty} \) weakly*, and, \( b'_n, d'_n, a'_2, c'_2 \), such that, \( \mu_t \to \delta_{1^\infty} \) weakly*.

The exponential velocity of convergence given by Theorem 3, which also appears in ([1]), has applications in a better understanding of Large Deviation Theory. It is known that, if \( f \) is Holder and has a unique maximizing measure \( \mu_\infty \), then two calibrated subactions differ by a constant. In this case, from [2], the function \( R_+ := \mu_\infty(f) + V \circ \sigma - V - f \), where \( V \) is a calibrated subaction for \( f \), is such that for any cylinder \( K \):

\[ \lim_{t \to \infty} \frac{1}{t} \log(\mu_t(K)) = - \inf_{x \in K} \sum_{j=0}^{\infty} R_+(\sigma^j(x)) \].

We call \( I(x) = \sum_{j=0}^{\infty} R_+(\sigma^j(x)) \) the deviation function. It is a non-negative lower semi-continuous function which can attains in some points the value \( \infty \). Moreover, \( I \) is zero on the support of the maximizing probability.
It’s natural to suppose that (even in the case the maximizing probability is not unique), if, it happens that there exists the limit \( \frac{1}{t} \log(h_t) \rightarrow V \), then, defining \( R_+ := \mu_\infty(f) + V \circ \sigma - V - f \), (where \( \mu_\infty \) is any maximizing measure), we get that the above result should be also true ([21] proposition 47). Unfortunately, this is false. Indeed, considering \( f \) Holder, under the hypothesis of Theorem 3, we have

\[
\limsup_{t \to \infty} \frac{1}{t} \log(h_t) = \limsup_{t \to \infty} \frac{1}{t} \log(\mu_\infty([0])) < 0.
\]

By the other hand by Theorem 3

\[
\limsup_{t \to \infty} \frac{1}{t} \log(h_t) = \limsup_{t \to \infty} \frac{1}{t} \log(\mu_\infty([0]));
\]

This means that if you want to estimate \( \lim_{t \to \infty} \frac{1}{t} \log(\mu_t(K)) \), for a general cylinder \( K \), the expression of the deviation function \( I \), one can get from [2] (under uniqueness assumption), does not apply to the case where there is no uniqueness of the maximizing probability (see considerations in section 3 in [21]). The bottom line is: the explicit expression for the deviation function in this case should be different.

2 Analysis of the eigenfunction and selection of subaction

We start considering the case of positive temperature. Let \( f \) a summable Walters’s potential (so \( tf \) is a summable Walters’s potential, for each \( t > 0 \)). Then (following [25] corollary 3.6 and theorem 1.1) there exists \( h_t \in C(X) \), \( h_t > 0 \), with \( L_t f h_t = \lambda_t h_t, \lambda_t = e^{P(tf)} > 0 \). Also, there exists a measure \( \nu_t \) with \( L_t^* \nu_t = \lambda_t \nu_t \). If we normalise \( h_t \) by \( h_t(0^\infty) = 1 \), and, \( \nu_t \) by \( \int h_t d\nu_t = 1 \), then, the Gibbs measure \( d\mu_t := h_t d\nu_t \) is an equilibrium state for \( tf \).

Following Walters (page 1341 and corollary 3.5 [25]) it is known that \( P(tf) > \max\{ta, tc\} \) and

\[
\sum_{j=0}^{\infty} e^{t(a_1 + ... + a_{1+j}) - P(tf)} = e^{2P(tf)}. \tag{1}
\]

By abuse of notation, in the above expression, when \( j = 0 \), the corresponding terms are just \( e^{td_1} \) and \( e^{tb_1} \), respectively.

Moreover, the eigenfunction \( h_t \) of a summable Walters’s Potential \( tf \) is given by [25]:

\[
h_t(0^\infty) = 1.
\]
\[ h_t(1^\infty) =: \beta_{\infty,t} := \frac{e^{tb}e^{P(t_f)} - c^{ta}}{e^{td}e^{P(t_f)} - c^{ta}} \left( \sum_{j=0}^{\infty} e^{tdq_j + t(a_{q_j+1} + \ldots + a_{q_j}) - jP(t_f)} \right) \]

\[ h_t(0^q1) =: \alpha_{q,t} := \frac{e^{tP(t_f)} - c^{ta}}{e^{td}e^{P(t_f)}} \left( \sum_{j=0}^{\infty} e^{tdq_j + t(a_{q_j+1} + \ldots + a_{q_j}) - jP(t_f)} \right) \]

\[ h_t(1^q0) =: \beta_{q,t} := \frac{e^{P(t_f)} - c^{ta}}{e^{tb}e^{P(t_f)}} \left( \sum_{j=0}^{\infty} e^{tbq_j + t(c_{q_j+1} + \ldots + c_{q_j}) - jP(t_f)} \right). \]

Remember that \( \beta(f) = \sup_{\mu \in \mathcal{M}} \int f d\mu \). In the present setting \( \beta(f) = a = c \). We denote \( \epsilon_t := P(t_f) - t\beta(f) \). Under the assumption “any maximizing measure is of the form \( s\delta_0 + (1-s)\delta_1 \), \( s \in [0,1] \)” (note that \( \epsilon_t > 0 \)) we also have \( \epsilon_t \to 0 \) (the supremum of the entropy of the maximizing invariant probabilities is zero [9]). On the analysis of the eventual existence of the limit \( \frac{1}{t} \log(h_t) \), it’s important to understand first what happens with \( \frac{1}{t} \log(\epsilon_t) \).

**Lemma 4.** Suppose \( f \) is a summable Walters’s potential, \( a = c = \beta(f) \), and that there exists

\[ \lim_{t_i \to \infty} \frac{1}{t_i} \log(\epsilon_{t_i}). \]

Then, for fixed \( q \) we get

\[ \frac{1}{t_i} \log \left( \sum_{j=0}^{\infty} e^{tdq_j + t_i(a_{q_j+1} + \ldots + a_{q_j}) - jP(t_i,f)} \right) \]

\[ = \max\{ \sup_{j \geq 0} (d_{q_j} + d_{q_{j+1}} + \ldots + d_{q_j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{q_j} - \beta(f)) - \lim_{t_i \to \infty} \frac{1}{t_i} \log \epsilon_{t_i} \}. \]

and

\[ \frac{1}{t_i} \log \left( \sum_{j=0}^{\infty} e^{tbq_j + t_i(c_{q_j+1} + \ldots + c_{q_j}) - jP(t_i,f)} \right) \]

\[ = \max\{ \sup_{j \geq 0} (b_{q_j} + c_{q_{j+1}} + \ldots + c_{q_j} - j\beta(f)), b + \sum_{j=1}^{\infty} (c_{q_j} - \beta(f)) - \lim_{t_i \to \infty} \frac{1}{t_i} \log \epsilon_{t_i} \}. \]

**Proof.** By abuse of notation we write \( t \) instead of \( t_i \). We will only prove the first equality because the second case is analogous. We fix \( \epsilon > 0 \). By assumption, the series \( \sum_{n \geq 2} (a_n - a) \) is convergent, so there exist \( n \) such that for all \( j \geq n \),

\[ |d_j - d| < \epsilon/2, \text{ and } |a_n + \ldots + a_j - (1 + j - n)a| < \epsilon/2. \]
It follows that

\[
\frac{1}{t} \log \left( \sum_{j=0}^{\infty} e^{tq_{q+j}} \left( \frac{e^{ta_{q+1}+\ldots+ta_{q+j}}}{(\lambda(t))^{j}} \right) \right) \\
= \frac{1}{t} \log \left( \sum_{j=0}^{\infty} e^{tq_{q+j}+t(a_{q+1}+\ldots+a_{q+j})-tj\beta(f)-j\epsilon} \right) \\
= \frac{1}{t} \log \left( \sum_{j=0}^{\infty} e^{tq_{q+j}+t(a_{q+1}+\ldots+a_{q+j})-tj\epsilon} \right) \\
= \frac{1}{t} \log \left( \sum_{j=0}^{n} e^{tq_{q+j}+t(a_{q+1}+\ldots+a_{q+j})-tj\epsilon} + \sum_{j=n+1}^{\infty} e^{tq_{q+j}+t(a_{q+1}+\ldots+a_{q+j})-tj\epsilon} \right).
\]

Moreover,

\[
\limsup_{t \to \infty} \frac{1}{t} \log \left( \sum_{j=0}^{n} e^{tq_{q+j}+t(a_{q+1}+\ldots+a_{q+j})-tj\epsilon} + \sum_{j=n+1}^{\infty} e^{tq_{q+j}+t(a_{q+1}+\ldots+a_{q+j})-tj\epsilon} \right) \\
\leq \limsup_{t \to \infty} \frac{1}{t} \log \left( \sum_{j=0}^{n} e^{tq_{q+j}+t(a_{q+1}+\ldots+a_{q+j})-tj\epsilon} + e^{t \lambda q_{q+1}+\ldots+t \lambda q_{q+j}+t \lambda a_{q+1}+\ldots+t \lambda a_{q+j}-tn\beta(f)} \sum_{j=n+1}^{\infty} e^{t\epsilon} \right) \\
\leq \limsup_{t \to \infty} \frac{1}{t} \log \left( \sum_{j=0}^{n} e^{tq_{q+j}+t(a_{q+1}+\ldots+a_{q+j})-tj\epsilon} + e^{tq_{q+j}+t(a_{q+1}+\ldots+a_{q+j})-tj\epsilon} \right) \\
= \max \left\{ \sup_{0 \leq j \leq n} (d_{q+j} + a_{q+1} + \ldots + a_{q+j} - j\beta(f)), d + \epsilon + \sum_{j=q+1}^{q+n} (a_j - \beta(f)) - \lim_{t \to \infty} \frac{1}{t} \log \epsilon \right\}.
\]

This is true for any \( \epsilon > 0 \), and \( n \) sufficiently large, so

\[
\limsup_{t \to \infty} \frac{1}{t} \log \left( \sum_{j=0}^{\infty} e^{tq_{q+j}} \left( \frac{e^{ta_{q+1}+\ldots+ta_{q+j}}}{(\lambda(t))^{j}} \right) \right) \\
\leq \max \{ \sup_{j} (d_{q+j} + a_{q+1} + \ldots + a_{q+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{q+j} - \beta(f)) - \lim_{t \to \infty} \frac{1}{t} \log \epsilon \}. 
\]
We also have that
\[
\liminf_{t \to \infty} \frac{1}{t} \log \left( \sum_{j=0}^{\infty} e^{td_{q+j}} \left( \frac{e^{t(a_{q+j} + \ldots + a_{q+n})}}{(\lambda(t))^j} \right) \right)
\]
\[
= \liminf_{t \to \infty} \frac{1}{t} \log \left( \sum_{j=0}^{n} e^{td_{q+j} + t(a_{q+1} + \ldots + a_{q+j}) - tja - je_t} + \sum_{j=n+1}^{\infty} e^{td_{q+j} + t(a_{q+1} + \ldots + a_{q+n}) - tja - je_t} \right)
\]
\[
\geq \liminf_{t \to \infty} \frac{1}{t} \log \left( \sum_{j=0}^{n} e^{td_{q+j} + t(a_{q+1} + \ldots + a_{q+j}) - tja - je_t} + e^{td + t(a_{q+1} + \ldots + a_{q+n}) - t\beta(f) - \sum_{j=n+1}^{\infty} e^{-tc - je_t}} \right)
\]
\[
= \max\{\sup_{0 \leq j \leq n} (d_{q+j} + a_{q+1} + \ldots + a_{q+j} - j\beta(f)), d - \epsilon + \sum_{j=q+1}^{q+n} (a_j - \beta(f)) - \lim_{t \to \infty} \frac{1}{t} \log e_t\}.
\]

This is true for any \(\epsilon > 0\), and \(n\) sufficiently large, so
\[
\lim_{t \to \infty} \frac{1}{t} \log \left( \sum_{j=0}^{\infty} e^{ta_{q+j}} \left( \frac{e^{t(a_{q+j} + \ldots + a_{q+n})}}{(\lambda(t))^j} \right) \right)
\]
\[
= \max\{\sup_{j} (d_{q+j} + a_{q+1} + \ldots + a_{q+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{q+j} - \beta(f)) - \lim_{t \to \infty} \frac{1}{t} \log e_t\}.
\]

\[\square\]

**Lemma 5.** Suposse \(f\) is a summable Walters’s potential, \(a = c = \beta(f)\), and any maximizing measure is of the form \(s\delta_{0^\infty} + (1-s)\delta_{1^\infty}\), \(s \in [0, 1]\). Then there exists
\[
A := \lim_{t \to \infty} \frac{1}{t} \log(e_t).
\]
Also, \(A\) is the unique number \(\leq 0\) which satisfies the bellow equation on \(y:\)
\[
2\beta(f) = \max\{\sup_{j \geq 0} (d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - y\} +
\]
\[
+ \max\{\sup_{j \geq 0} (b_{1+j} + c_2 + \ldots + c_{1+j} - j\beta(f)), b + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)) - y\}. \tag{2}
\]
Moreover, \(A = 0\), or
\[
A = A_1 := \frac{d + b}{2} + \frac{\sum_{j=1}^{\infty} (a_{1+j} - \beta(f))}{2} + \frac{\sum_{j=1}^{\infty} (c_{1+j} - \beta(f))}{2} - \beta(f),
\]
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or

\[ A = A_2 := b + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)) + \sup_{j \geq 0} (d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f)) - 2\beta(f), \]

or

\[ A = A_3 := d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) + \sup_{j \geq 0} (b_{1+j} + c_2 + \ldots + c_{1+j} - j\beta(f)) - 2\beta(f). \]

**Proof.** Let \( A \) be an accumulation point of \( \lim_{t \to \infty} \frac{1}{t} \log(\epsilon_t) \). Suppose the accumulation occurs for a certain sequence \( t_i \). We know by (pag 1342 [25]) that

\[
\left( \sum_{j=0}^{\infty} e^{d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f)} \right) \left( \sum_{j=0}^{\infty} e^{b_{1+j} + c_2 + \ldots + c_{1+j} - j\beta(f)} \right) = e^{2\beta(f)}, \quad (\ast)
\]

So taking \( \lim_{t_i \to \infty} \frac{1}{t_i} \log \) in both sides, and applying the above lemma, we have:

\[
2\beta(f) = \max \left\{ \sup_{j \geq 0} (d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - A \right\} \\
+ \max \left\{ \sup_{j \geq 0} (b_{1+j} + c_2 + \ldots + c_{1+j} - j\beta(f)), b + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)) - A \right\}.
\]

Then, any accumulation point of \( \frac{1}{t} \log(\epsilon_t) \) satisfies the equation (2), and it is also small, or equal to zero.

We are going to prove that there is a unique number small, or equal to zero, satisfying the equation (2).

**First case:**

\[
2\beta(f) = \left( \sup_{j \geq 0} \{ (d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f)) \} \right) + \left( \sup_{j \geq 0} \{ (b_{1+j} + c_2 + \ldots + c_{1+j} - j\beta(f)) \} \right).
\]

We will show that, on this case, \( A = 0 \) is the unique value smaller than zero which satisfies (2). If

\[
\sup_{j \geq 0} d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f) = d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)),
\]

or

\[
\sup_{j \geq 0} b_{1+j} + c_2 + \ldots + c_{1+j} - j\beta(f) = b + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)),
\]
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then, clearly, the claim is true. If this does not happen, then there exist $j_0$ and $j_1$ such that

$$\sup_{j \geq 0} (d_1 + a_2 + ... + a_{1+j} - j \beta(f)) = d_{1+j_0} + a_2 + ... + a_{1+j_0} - j_0 \beta(f),$$

and,

$$\sup_{j \geq 0} (b_1 + c_2 + ... + c_{1+j} - j \beta(f)) = b_{1+j_1} + c_2 + ... + c_{1+j_1} - j_1 \beta(f).$$

So, we have

$$2 \beta(f) = d_{1+j_0} + a_2 + ... + a_{1+j_0} - j_0 \beta(f) + b_{1+j_1} + c_2 + ... + c_{1+j_1} - j_1 \beta(f).$$

It follows that

$$\beta(f) = \frac{d_{1+j_0} + a_2 + ... + a_{1+j_0} + b_{1+j_1} + c_2 + ... + c_{1+j_1}}{j_0 + j_1 + 2} = \frac{f^{j_0+j_1+2}((0^{j_0+1}1^{j_1+1})\infty)}{j_0 + j_1 + 2}.$$  

Therefore, there exists a large periodic orbit which attains the maximal value. This can not happen because any maximizing is of the form $s \delta_0^{\infty} + (1 - s) \delta_1^{\infty}, \ s \in [0, 1]$. We can not have other periodic orbits getting such supremum. Then, on this case, the claim is true.

**Second case:**

$$2 \beta(f) > (\sup_{j \geq 0} (d_1 + a_2 + ... + a_{1+j} - j \beta(f))) + (\sup_{j \geq 0} (b_1 + c_2 + ... + c_{1+j} - j \beta(f))).$$

On this case, $y = 0$ is not a solution of (2). We are going to prove that, if $y_1$ is a solution of (2), and, $y_1 < y_2$, then $y_2$ is not a solution of (2). Indeed,

$$\begin{align*}
(d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - y_2) + (b + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)) - y_2) &< (d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - y_1) + (b + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)) - y_1) \\
&\leq \max\{\sup_{j \geq 0} (d_1 + a_2 + ... + a_{1+j} - j \beta(f)) + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - y_1\} \\
&+ \max\{\sup_{j \geq 0} (b_1 + c_2 + ... + c_{1+j} - j \beta(f)) + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)) - y_1\} = 2 \beta(f),
\end{align*}$$
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and,

\[
\begin{align*}
\left( \sup_{j \geq 0} (d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f)) \right) + (b + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)) - y_2) \\
< \left( \sup_{j \geq 0} (d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f)) \right) + (b + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)) - y_1) \\
\leq \max \left\{ \sup_{j \geq 0} (d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - y_1 \right\} \\
+ \max \left\{ \sup_{j \geq 0} (b_{1+j} + c_2 + \ldots + c_{1+j} - j\beta(f)), b + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)) - y_1 \right\} = 2\beta(f),
\end{align*}
\]

and,

\[
\begin{align*}
(d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - y_2) + \left( \sup_{j \geq 0} (b_{1+j} + c_2 + \ldots + c_{1+j} - j\beta(f)) \right) \\
< (d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - y_1) + \left( \sup_{j \geq 0} (b_{1+j} + c_2 + \ldots + c_{1+j} - j\beta(f)) \right) \\
\leq \max \left\{ \sup_{j \geq 0} (d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - y_1 \right\} \\
+ \max \left\{ \sup_{j \geq 0} (b_{1+j} + c_2 + \ldots + c_{1+j} - j\beta(f)), b + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)) - y_1 \right\} = 2\beta(f).
\end{align*}
\]

These three inequalities, plus the hypothesis of our second case, shows that \(y_2\) is not a solution of (2).

We can make a more precise analysis, and conclude that \(A = 0\), or, alternatively, \(A\) will take one of the three values given on the claim of the lemma:

**First case:**

\[
2\beta(f) = (d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - A) + (b + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)) - A),
\]

and, so

\[
A = \frac{d + b}{2} + \frac{\sum_{j=1}^{\infty} (a_{1+j} - \beta(f))}{2} + \frac{\sum_{j=1}^{\infty} (c_{1+j} - \beta(f))}{2} - \beta(f).
\]
Second case:

\[ 2\beta(f) = (\sup_{j \geq 0} (d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f))) + (b + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)) - A), \]

and, so

\[ A = b + \sum_{j=1}^{\infty} (c_{1+j} - \beta(f)) + \sup_{j \geq 0} (d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f)) - 2\beta(f). \]

Third case:

\[ 2\beta(f) = (d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - A) + (\sup_{j \geq 0} (b_{1+j} + c_2 + \ldots + c_{1+j} - j\beta(f))), \]

and, so

\[ A = d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) + \sup_{j \geq 0} (b_{1+j} + c_2 + \ldots + c_{1+j} - j\beta(f)) - 2\beta(f). \]

2.1 Proof of Theorem 2:

The first part is contained in Lemma 5. We have \( V(0^\infty) = 0 \), because \( h_t(0^\infty) = 1 \). We also have

\[
V(1^\infty) = \lim_{t \to \infty} \frac{1}{t} \log(\beta_{\infty,t}) \\
= \lim_{t \to \infty} \frac{1}{t} \log \left( \frac{e^{tb}(e^{P(tf)} - e^{la})}{e^{td}(e^{P(tf)} - e^{lc})e^{P(tf)}} \right) \\
+ \lim_{t \to \infty} \frac{1}{t} \log \left( \sum_{j=0}^{\infty} e^{td_{1+j} + t(a_2 + \ldots + a_{1+j}) - jP(tf)} \right) \\
= b - d - \beta(f) + \max \{ \sup_{j} (d_{1+j} + a_2 + \ldots + a_{1+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - A \}.
\]

Moreover,
\[ V(0^q1z) = \lim_{t \to \infty} \frac{1}{t} \log(\alpha_{q,t}) \]
\[
= \lim_{t \to \infty} \frac{1}{t} \log \left( \frac{(e^{P(tf)} - e^{ta})}{e^{td}e^{P(tf)}} \left( \sum_{j=0}^{\infty} e^{td_{q+j} + tf(a_{q+1} + ... + a_{q+j}) - jP(tf)} \right) \right) \\
= \lim_{t \to \infty} \frac{1}{t} \log \left( \frac{(e^{P(tf)} - e^{ta})}{e^{td}e^{P(tf)}} \right) \\
+ \lim_{t \to \infty} \frac{1}{t} \log \left( \sum_{j=0}^{\infty} e^{td_{q+j} + tf(a_{q+1} + ... + a_{q+j}) - jP(tf)} \right) \\
= \lim_{t \to \infty} \frac{1}{t} \log(1 - e^{-\epsilon t}) - d \\
+ \max_j \{\sup_j (d_{q+j} + a_{q+1} + ... + a_{q+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{q+j} - \beta(f)) - A\} \\
= A - d + \max_j \{\sup_j (d_{q+j} + a_{q+1} + ... + a_{q+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{q+j} - \beta(f)) - A\},
\]

and, finally

\[ V(1^q0z) = \lim_{t \to \infty} \frac{1}{t} \log(\beta_{q,t}) \]
\[
= \lim_{t \to \infty} \frac{1}{t} \log \left( \frac{\beta_\infty(t)(e^{P(tf)} - e^{tc})}{e^{tb}e^{P(tf)}} \right) \\
+ \lim_{t \to \infty} \frac{1}{t} \log \left( \sum_{j=0}^{\infty} e^{tb_{q+j} + tf(c_{q+1} + ... + c_{q+j}) - jP(tf)} \right) \\
= -d - \beta(f) + A \\
+ \max_j \{\sup_j (d_{1+j} + a_2 + ... + a_{1+j} - j\beta(f)), d + \sum_{j=1}^{\infty} (a_{1+j} - \beta(f)) - A\} \\
+ \max_j \{\sup_j (b_{q+j} + c_{q+1} + ... + c_{q+j} - j\beta(f)), b + \sum_{j=1}^{\infty} (c_{q+j} - \beta(f)) - A\}.
\]

We remark that it’s possible verify explicitly that this function \( V \) is a calibrated subaction for \( f \).
3 Analysis of the Gibbs state and selection of an invariant measure

First, we are going to show:

**Proposition 6.** Let be a Walters’s summable Potential, and, the Gibbs measure of . Then

\[
\mu([0]) = \frac{S_0(t)}{S_0(t) + S_1(t)}, \text{ and } \mu([1]) = \frac{S_1(t)}{S_0(t) + S_1(t)},
\]

where

\[
S_0(t) := \frac{e^{td_1} + \sum_{j=1}^\infty (j + 1)e^{td_{1+j} + t(a_2 + ... + a_{1+j}) - jP(tf)}}{e^{td_1} + \sum_{j=1}^\infty e^{td_{1+j} + t(a_2 + ... + a_{1+j}) - jP(tf)}},
\]
\[
S_1(t) = \frac{e^{tb_1} + \sum_{j=1}^\infty (j + 1)e^{tb_{1+j} + t(c_2 + ... + c_{1+j}) - jP(tf)}}{e^{tb_1} + \sum_{j=1}^\infty e^{tb_{1+j} + t(c_2 + ... + c_{1+j}) - jP(tf)}}.
\]

**Remark:** We know that \( e^{td_1} + \sum_{j=1}^\infty e^{td_{1+j} + t(a_2 + ... + a_{1+j}) - jP(tf)} < \infty \). We are going to show bellow that \( \mu([0]) = \mu([01])S_0 \). So we have \( S_0 < \infty \). The same argument can be used for \( S_1 \).

First, we need some lemmas:

**Lemma 7.** Under the above hypothesis

\[
S_0(t) = 1 + \sum_{j=2}^\infty e^{-(j-1)P(tf) + t(a_2 + ... + a_j) + \log(a_j,t) - \log(a_1,t)},
\]
\[
S_1(t) = 1 + \sum_{j=2}^\infty e^{-(j-1)P(tf) + t(c_2 + ... + c_j) + \log(b_j,t) - \log(b_1,t)}.
\]

**Proof.** We are going to show the equality for \( S_0 \) (the case for \( S_1 \) is similar).
We have

\[ 1 + \sum_{j=2}^{\infty} e^{-(j-1)P(tf)+t(a_2+\ldots+a_j)+\log(\alpha_{j,t})-\log(\alpha_{1,t})} \]

\[ = 1 + \sum_{j=2}^{\infty} e^{-(j-1)P(tf)+t(a_2+\ldots+a_j)+\log(e^{ld_i}+\sum_{i=1}^{\infty} e^{ld_{i+1}+t(a_{j+1}+\ldots+a_j)+P(tf)})} \]

\[ = 1 + \sum_{j=2}^{\infty} \left( e^{-(j-1)P(tf)+t(a_2+\ldots+a_j)} \left( e^{ld_i} + \sum_{i=1}^{\infty} e^{ld_{i+1}+t(a_{j+1}+\ldots+a_j)-iP(tf)} \right) \right) \]

\[ = 1 + \sum_{j=2}^{\infty} \left( e^{ld_i+t(a_2+\ldots+a_j)-(j-1)P(tf)} + \sum_{i=1}^{\infty} e^{ld_{i+1}+t(a_{j+1}+\ldots+a_j)-(j-1)P(tf)} \right) \]

\[ = \frac{e^{ld_i} + \sum_{i=1}^{\infty} e^{ld_{i+1}+t(a_2+\ldots+a_j)-iP(tf)}}{e^{ld_i} + \sum_{i=1}^{\infty} e^{ld_{i+1}+t(a_2+\ldots+a_j)-iP(tf)}}. \]

This shows the claim.

\[ \square \]

**Lemma 8.** For any cylinder \( K \)

\[ \mu_t(\sigma(K)) = \int_K e^{-tf-\log(h_t)+\log(h_t\sigma)+P(tf)} \, d\mu_t. \]  

(3)

**Proof.** See page 37 in [23].

\[ \square \]

Now, we can prove the claim of the above proposition:

**Proof.** Applying (3), for \( n \geq 2 \):

\[ \mu_t([0^n-11]) = \mu_t([0^n1]) = \int_{[0^n1]} e^{-tf-\log(h_t)+\log(h_t\sigma)+P(tf)} \, d\mu_t \]

\[ = \mu_t([0^n1]) e^{-T_{\alpha_{n,t}}-\log(\alpha_{n,t})+\log(\alpha_{n-1,t})+P(tf)}. \]

So,

\[ \mu_t([0^n1]) = \mu_t([01]) e^{-(n-1)P(tf)+t(a_2+\ldots+a_n)+\log(\alpha_{n,t})-\log(\alpha_{1,t})}. \]
Also, by the same argument

\[ \mu_t([1^n0]) = \mu_t([10])e^{-(n-1)\rho(f) + \tau(c_2 + \ldots + c_n) + \log(\beta_{n,t}) - \log(\beta_{1,t})}. \]

Moreover, as \( \mu_t \) is non-atomic, then

\[
\begin{align*}
\mu_t([0]) &= \sum_{j=1}^{\infty} \mu_t([0^j1]) = \mu_t([01])S_0(t), \\
\mu_t([1]) &= \sum_{j=1}^{\infty} \mu_t([1^j0]) = \mu_t([10])S_1(t).
\end{align*}
\]

Using the fact that \( \mu_t \) is \( \sigma \)-invariant:

\[
\begin{align*}
\mu_t([01]) &= \mu_t([0]) - \mu_t([0]) = \mu_t([0]) = \mu_t([10]).
\end{align*}
\]

So, finally

\[
1 = \mu_t([0]) + \mu_t([1]) = \mu_t([01])S_0 + \mu_t([10])S_1 = \mu_t([01])(S_0(t) + S_1(t)).
\]

Then,

\[
\mu_t([0]) = \frac{S_0(t)}{S_0(t) + S_1(t)}, \quad \text{and} \quad \mu_t([1]) = \frac{S_1(t)}{S_0(t) + S_1(t)}.
\]

\[ \square \]

Remark 9. We will be interested, of course, in estimating the limit \( S_0(t)/S_1(t) \).

Now we will consider more general cylinder sets of size \( 3 + n, \ n \geq 0 \). The procedure will by induction: we suppose we are able to estimate \( \mu_t(K) \) for cylinders \( K \) of size smaller than \( n + 2 \). Then, we have:

**Proposition 10.** For \( j \geq 2, \ n \geq 0 \)

\[
\begin{align*}
\mu_t([0^j1x_1 \ldots x_{n+2-j}]) &= \mu_t([0^{j-1}1x_1 \ldots x_{n+2-j}])e^{-\rho(f) + \tau(c_j + \log(\alpha_{j,t}) - \log(\alpha_{j-1,t})}, \\
\mu_t([0^{n+3}]) &= \mu_t([0^{n+2}]) - \mu_t([0^{n+2}1]) \\
&= \mu_t([0^{n+2}]) - \mu_t([0^{n+1}])e^{-\rho(f) + \tau(c_{n+2} + \log(\alpha_{n+2,t}) - \log(\alpha_{n+1,t})},
\end{align*}
\]

In the same way

\[
\begin{align*}
\mu_t([1^j0x_1 \ldots x_{n+2-j}]) &= \mu_t([1^{j-1}0x_1 \ldots x_{n+2-j}])e^{-\rho(f) + \tau(c_j + \log(\beta_{j,t}) - \log(\beta_{j-1,t})}, \\
\mu_t([1^{n+3}]) &= \mu_t([1^{n+2}]) - \mu_t([1^{n+2}0]) \\
&= \mu_t([1^{n+2}]) - \mu_t([1^{n+1}0])e^{-\rho(f) + \tau(c_{n+2} + \log(\beta_{n+2,t}) - \log(\beta_{n+1,t})}.
\end{align*}
\]
Proof. The first equality is a consequence of (3) and the second is obvious. The others expressions follow in a similar way.

Proposition 11. For \( j \geq 1 \):

\[
\mu_t([0^j0x_1...x_{n-j+1}]) = \mu_t([1^j0x_1...x_{n-j+1}]) - \mu_t([1^{j+1}0x_1...x_{n-j+1}])
\]

\[
= \mu_t([1^j0x_1...x_{n-j+1}]) (1 - e^{-P(tf) + \log(\beta_{j+1,t}) - \log(\beta_{j,t})}).
\]

In the same way, for \( j \geq 1 \):

\[
\mu_t([0^j1x_1...x_{n-j+1}]) = \mu_t([0^j1x_1...x_{n-j+1}]) - \mu_t([0^{j+1}1x_1...x_{n-j+1}])
\]

\[
= \mu_t([0^j1x_1...x_{n-j+1}]) (1 - e^{-P(tf) + \log(\alpha_{j+1,t}) - \log(\alpha_{j,t})}).
\]

Proof. It follows in a similar way as last proposition.

3.1 Analysis of the limit \( \lim_{t \to \infty} \frac{1}{t} \log(P(tf)) \)

On this section we are going to consider a special class that will be called **Non-positive Potentials**. These are the summable Walters’s potentials which satisfies:

\[
a_n < 0, \quad c_n < 0, \quad b_n \equiv b < 0, \quad d_n \equiv d < 0, \quad \text{and} \quad a = c = 0.
\]

We remember that \( \epsilon_t := P(tf) - t\beta(f) \). For Non-positive Potentials we have \( P(tf) = \epsilon_t \to 0 \) (0 is the supreme of the entropy of maximizing measures [9]).

Proposition 12. For Non-positive Potentials there exists

\[
\lim_{t \to \infty} \frac{1}{t} \log(\epsilon_t).
\]

Moreover, it converges to

\[
\begin{align*}
& b + d + \sum_{j=1}^{\infty} c_{1+j}, & \text{when} & \sum_{j=1}^{\infty} a_{1+j} \leq b + d + \sum_{j=1}^{\infty} c_{1+j}, \\
& b + d + \sum_{j=1}^{\infty} a_{1+j}, & \text{when} & \sum_{j=1}^{\infty} c_{1+j} \leq b + d + \sum_{j=1}^{\infty} a_{1+j}, \\
& \frac{b+d}{2} + \sum_{j=1}^{\infty} \frac{a_{1+j}}{2} + \sum_{j=1}^{\infty} \frac{c_{1+j}}{2}, & \text{in the other case}
\end{align*}
\]

We denote by \( A \) any the corresponding limit \( \lim_{t \to \infty} \frac{1}{t} \log(\epsilon_t) \).

Remark: Note that the cases \( \sum_{j=1}^{\infty} a_{1+j} \leq b + d + \sum_{j=1}^{\infty} c_{1+j} \) and \( \sum_{j=1}^{\infty} c_{1+j} \leq b + d + \sum_{j=1}^{\infty} a_{1+j} \) can not occur simultaneously, because \( 2(b + d) < 0 \).
Proof. We apply the claim of Lemma 5 and conclude that for Non-positive Potentials the limit \( A := \lim_{t \to \infty} \frac{1}{t} \log(\epsilon_t) \) is the unique real number smaller than zero satisfying

\[
\max\{d, d + \sum_{j=1}^{\infty} a_{1+j} - A\} + \max\{b, b + \sum_{j=1}^{\infty} c_{1+j} - A\} = 0. \quad (*)
\]

Moreover, by Lemma 5 (note that \( A \neq 0 \), as one can see from analysis of the first case of lemma 5) there are three possibilities:

\[ A = A_1 = \frac{b + d}{2} + \sum_{j=1}^{\infty} \frac{a_{1+j}}{2} + \sum_{j=1}^{\infty} \frac{c_{1+j}}{2} \]

or,

\[ A = A_2 = b + d + \sum_{j=1}^{\infty} c_{1+j}, \]

or,

\[ A = A_3 = b + d + \sum_{j=1}^{\infty} a_{1+j}. \]

First case:

\[ \sum_{j=1}^{\infty} a_{1+j} \leq b + d + \sum_{j=1}^{\infty} c_{1+j}. \]

Then,

\[ \sum_{j=1}^{\infty} c_{1+j} > b + d + \sum_{j=1}^{\infty} a_{1+j}. \]

We first show that, in this case, \( A \neq A_3 \), because \( A_3 \) don’t satisfies \((*)\).

Indeed,

\[
\max\{d, d + \sum_{j=1}^{\infty} a_{1+j} - A_3\} + \max\{b, b + \sum_{j=1}^{\infty} c_{1+j} - A_3\} \\
= \max\{d, d + \sum_{j=1}^{\infty} a_{1+j} - b - d - \sum_{j=1}^{\infty} a_{1+j}\} + \max\{b, b + \sum_{j=1}^{\infty} c_{1+j} - b - d - \sum_{j=1}^{\infty} a_{1+j}\} \\
= (-b) + (b + \sum_{j=1}^{\infty} c_{1+j} - b - d - \sum_{j=1}^{\infty} a_{1+j}) \\
= \sum_{j=1}^{\infty} c_{1+j} - b - d - \sum_{j=1}^{\infty} a_{1+j} > 0.
\]
Now, we analyze $A_1$. Note that

$$\max\{d, d + \sum_{j=1}^{\infty} a_{1+j} - A_1\} + \max\{b, b + \sum_{j=1}^{\infty} c_{1+j} - A_1\}$$

$$= \max\{d, d + \sum_{j=1}^{\infty} a_{1+j} - \frac{b + d}{2} - \sum_{j=1}^{\infty} \frac{a_{1+j}}{2} - \sum_{j=1}^{\infty} \frac{c_{1+j}}{2}\}$$

$$+ \max\{b, b + \sum_{j=1}^{\infty} c_{1+j} - \frac{b + d}{2} - \sum_{j=1}^{\infty} \frac{a_{1+j}}{2} - \sum_{j=1}^{\infty} \frac{c_{1+j}}{2}\}$$

$$= (d) + (b + \sum_{j=1}^{\infty} c_{1+j} - \frac{b + d}{2} - \sum_{j=1}^{\infty} \frac{a_{1+j}}{2} - \sum_{j=1}^{\infty} \frac{c_{1+j}}{2})$$

$$= \frac{b + d}{2} + \sum_{j=1}^{\infty} \frac{c_{1+j}}{2} - \sum_{j=1}^{\infty} \frac{a_{1+j}}{2} \geq 0.$$ 

If the equality is false, we get that $A = A_2$. If the equality is true, then

$$A_1 = \frac{b + d}{2} + \sum_{j=1}^{\infty} \frac{a_{1+j}}{2} + \sum_{j=1}^{\infty} \frac{c_{1+j}}{2} = b + d + \sum_{j=1}^{\infty} c_{1+j} = A_2.$$ 

**Second case:**

$$\sum_{j=1}^{\infty} c_{1+j} \leq b + d + \sum_{j=1}^{\infty} a_{1+j}.$$ 

The claim of this case follows from a similar argument as above.

**Third case:**

$$\sum_{j=1}^{\infty} c_{1+j} > b + d + \sum_{j=1}^{\infty} a_{1+j} \text{ and } \sum_{j=1}^{\infty} a_{1+j} > b + d + \sum_{j=1}^{\infty} c_{1+j}.$$ 

We are going to show that $A_2$ does not satisfies (*). The proof for $A_3$ is analogous.
Note that
\[
\max\{d, d + \sum_{j=1}^{\infty} a_{1+j} - A_2\} + \max\{b, b + \sum_{j=1}^{\infty} c_{1+j} - A_2\}
\]
\[
= \max\{d, d + \sum_{j=1}^{\infty} a_{1+j} - b - \sum_{j=1}^{\infty} c_{1+j}\} + \max\{b, b + \sum_{j=1}^{\infty} c_{1+j} - b - \sum_{j=1}^{\infty} c_{1+j}\}
\]
\[
= (d + \sum_{j=1}^{\infty} a_{1+j} - b - \sum_{j=1}^{\infty} c_{1+j}) + (-d)
\]
\[
= \sum_{j=1}^{\infty} a_{1+j} - b - \sum_{j=1}^{\infty} c_{1+j} > 0.
\]

The claim follows from this. \(\square\)

### 3.2 The proof of Theorem 3

Now, we analyze the selection of a measure by the family \(\mu_t\), when \(t \to \infty\), for a class of Non-positive potentials. We know that for any Walters potential:

\[
\mu_t([0]) = \frac{S_0(t)}{S_0(t) + S_1(t)} \quad \text{and} \quad \mu_t([1]) = \frac{S_1(t)}{S_0(t) + S_1(t)},
\]

where

\[
S_0(t) = \frac{e^{td_1} + \sum_{j=1}^{\infty} (j+1)e^{td_{1+j} + tl(a_2+\ldots+a_{1+j})-tP(tf)}}{e^{td_1} + \sum_{j=1}^{\infty} e^{td_{1+j} + tl(a_2+\ldots+a_{1+j})-tP(tf)}},
\]

\[
S_1(t) = \frac{e^{tb_1} + \sum_{j=1}^{\infty} (j+1)e^{tb_{1+j} + tl(c_2+\ldots+c_{1+j})-tP(tf)}}{e^{tb_1} + \sum_{j=1}^{\infty} e^{tb_{1+j} + tl(c_2+\ldots+c_{1+j})-tP(tf)}}.
\]

For Non-positive Potentials we have

\[
S_0(t) = \frac{e^{td} + \sum_{j=1}^{\infty} (j+1)e^{td + tl(a_2+\ldots+a_{1+j})-t\epsilon}}{e^{td} + \sum_{j=1}^{\infty} e^{td + tl(a_2+\ldots+a_{1+j})-t\epsilon}},
\]

\[
= \frac{1 + \sum_{j=1}^{\infty} (j+1)e^{tl(a_2+\ldots+a_{1+j})-t\epsilon}}{1 + \sum_{j=1}^{\infty} e^{tl(a_2+\ldots+a_{1+j})-t\epsilon}},
\]

\[
S_1(t) = \frac{1 + \sum_{j=1}^{\infty} (j+1)e^{tl(c_2+\ldots+c_{1+j})-t\epsilon}}{1 + \sum_{j=1}^{\infty} e^{tl(c_2+\ldots+c_{1+j})-t\epsilon}}.
\]

We have to analyze what happens with the limit \(\frac{S_0(t)}{S_1(t)}\), \(t \to \infty\), in order to prove Theorem 3.
Lemma 13. For \( z < 0 \), we have, for any \( j_1 > 0 \)

\[
\sum_{j=0}^{\infty} (j + 1)e^{jz} = \frac{1}{(1 - e^z)^2},
\]

\[
\sum_{j=j_1}^{\infty} (j + 1)e^{jz} = e^{j_1 z} \left( \frac{j_1}{1 - e^z} + \frac{1}{(1 - e^z)^2} \right).
\]

Proof. Note that

\[
\sum_{j=0}^{\infty} (j + 1)e^{jz} = \sum_{i=0}^{\infty} \sum_{j=i}^{\infty} e^{jz} = \sum_{i=0}^{\infty} \frac{e^{iz}}{1 - e^z} = \frac{1}{(1 - e^z)^2}.
\]

Moreover,

\[
\sum_{j=j_1}^{\infty} (j + 1)e^{jz} = \sum_{i=0}^{\infty} (i + j_1 + 1)e^{(i+j_1)z} = j_1 e^{j_1 z} \sum_{i=0}^{\infty} e^{iz} + e^{j_1 z} \sum_{i=0}^{\infty} (i + 1)e^{iz}
\]

\[= e^{j_1 z} \left( \frac{j_1}{1 - e^z} + \frac{1}{(1 - e^z)^2} \right).\]

\[\square\]

Corollary 14. For any \( j_1 > 0 \)

\[
\lim_{t \to \infty} (\epsilon_t)^2 \sum_{j=j_1}^{\infty} (j + 1)e^{-j\epsilon_t} = 1.
\]

\[
\lim_{t \to \infty} \epsilon_t \sum_{j=j_1}^{\infty} e^{-j\epsilon_t} = 1.
\]

Proof. It’s a consequence of the above Lemma, and the fact that it is true that \( \epsilon_t(1 - e^{-\epsilon_t})^{-1} \to 1 \), as \( t \to \infty \).

\[\square\]

Proof of Theorem 3:

We suppose that

\[
\sum_{j=1}^{\infty} a_{1+j} < b + d + \sum_{j=1}^{\infty} c_{1+j},
\]

and, therefore,

\[
A := \lim_{t \to \infty} \frac{1}{t} \log(\epsilon_t) = b + d + \sum_{j=1}^{\infty} c_{1+j}.
\]
So, we can write \( \epsilon_t = e^{t(d+b\sum_{j=1}^{\infty} a_{1+j}) + \psi(t)} \), where \( \psi(t)/t \to 0 \). We are going to show that

\[
\limsup_{t \to \infty} \frac{1+\sum_{j=1}^{\infty} (j+1)e^{t(a_{2}+\ldots+a_{1+j})-j\epsilon_t}}{1+\sum_{j=1}^{\infty} e^{t(a_{2}+\ldots+a_{1+j})-j\epsilon_t}} = 0.
\]

Given \( \epsilon > 0 \), there exists \( n_0 \), such that for all \( n \geq n_0 \),

\[
\sum_{j=1}^{\infty} a_{1+j} < \sum_{j=1}^{n} a_{1+j} < \sum_{j=1}^{\infty} a_{1+j} + \epsilon \quad \text{and} \quad \sum_{j=1}^{\infty} c_{1+j} < \sum_{j=1}^{n} c_{1+j} < \sum_{j=1}^{\infty} c_{1+j} + \epsilon.
\]

So, we can write

\[
\limsup_{t \to \infty} \frac{1+\sum_{j=1}^{\infty} (j+1)e^{t(a_{2}+\ldots+a_{1+j})-j\epsilon_t}}{1+\sum_{j=1}^{\infty} e^{t(a_{2}+\ldots+a_{1+j})-j\epsilon_t}} \leq \left( \limsup_{t \to \infty} (1+\sum_{j=1}^{\infty} (j+1)e^{t(a_{2}+\ldots+a_{1+j})-j\epsilon_t}) \right) \left( \limsup_{t \to \infty} \frac{1+\sum_{j=1}^{\infty} e^{t(a_{2}+\ldots+a_{1+j})-j\epsilon_t}}{1+\sum_{j=1}^{\infty} (j+1)e^{t(a_{2}+\ldots+a_{1+j})-j\epsilon_t}} \right)
\]

First, we analyse the second term:

\[
\limsup_{t \to \infty} \frac{1+\sum_{j=1}^{\infty} e^{t(c_{2}+\ldots+c_{1+j})-j\epsilon_t}}{1+\sum_{j=1}^{\infty} e^{t(c_{2}+\ldots+c_{1+j})-j\epsilon_t}} \leq \limsup_{t \to \infty} \frac{1+\left( \sum_{j=1}^{n_0-1} e^{t(c_{2}+\ldots+c_{1+j})-j\epsilon_t} \right) + e^t \sum_{j=1}^{\infty} c_{1+j} + t \sum_{j=0}^{\infty} e^{-j\epsilon_t}}{1+\sum_{j=1}^{n_0-1} (j+1)e^{t(c_{2}+\ldots+c_{1+j})-j\epsilon_t} + e^t \sum_{j=1}^{\infty} c_{1+j} + t \sum_{j=0}^{\infty} (j+1)e^{-j\epsilon_t}}
\]

\[
= \limsup_{t \to \infty} \frac{1+e^t \sum_{j=1}^{\infty} c_{1+j} + t \sum_{j=0}^{\infty} e^{-j\epsilon_t}}{1+e^t \sum_{j=1}^{\infty} c_{1+j} + t \sum_{j=0}^{\infty} (j+1)e^{-j\epsilon_t}}
\]

\[
\text{Cor. 14:} \quad \limsup_{t \to \infty} \frac{1+e^t \sum_{j=1}^{\infty} c_{1+j} + t \sum_{j=0}^{\infty} e^{-j\epsilon_t}}{1+e^t \sum_{j=1}^{\infty} c_{1+j} + t \sum_{j=0}^{\infty} (j+1)e^{-j\epsilon_t}}
\]

\[
= \limsup_{t \to \infty} \frac{1+e^t \sum_{j=1}^{\infty} c_{1+j} + t e^{-\left( e - \left( b + t \sum_{j=1}^{\infty} c_{1+j} + \psi(t) \right) \right)}}{1+e^t \sum_{j=1}^{\infty} c_{1+j} + \sum_{j=0}^{\infty} (j+1)e^{-j\epsilon_t}}
\]

\[
b, d < 0 \quad \limsup_{t \to \infty} \frac{e^{t e^{-\left( b + t \sum_{j=1}^{\infty} c_{1+j} + \psi(t) \right)}}}{1+e^t \sum_{j=1}^{\infty} c_{1+j} + \sum_{j=0}^{\infty} (j+1)e^{-j\epsilon_t}}.
\]
\[
= \limsup_{t \to \infty} e^{te + (tb + td + \psi(t)) + t(\sum_{j=1}^{\infty} c_{1+j})}.
\]

For \( \epsilon \) small this expression converges to zero. Now, we return to (4) and we get that it’s only necessary to show that

\[
\limsup_{t \to \infty} \left( 1 + \sum_{j=1}^{\infty} (j + 1)e^{t(a_2 + \ldots + a_{1+j}) - j\epsilon} \right) e^{te + (tb + td + \psi(t)) + t(\sum_{j=1}^{\infty} c_{1+j})} \leq 0.
\]

If,

\[
\limsup_{t \to \infty} \sum_{j=1}^{\infty} (j + 1)e^{t(a_2 + \ldots + a_{1+j}) - j\epsilon} < \infty,
\]

then, the claim follows at once.

Suppose now that

\[
\limsup_{t \to \infty} \sum_{j=1}^{\infty} (j + 1)e^{t(a_2 + \ldots + a_{1+j}) - j\epsilon} = \infty.
\]

From an analogous argument, as used above in the second term analysis, we conclude that

\[
\limsup_{t \to \infty} \left( 1 + \sum_{j=1}^{\infty} (j + 1)e^{t(a_2 + \ldots + a_{1+j}) - j\epsilon} \right) \leq \limsup_{t \to \infty} e^{t(\sum_{j=1}^{\infty} a_{1+j}) + te - 2(tb + td + t(\sum_{j=1}^{\infty} c_{1+j}) + \psi(t))}
\]

So, we get

\[
\limsup_{t \to \infty} \left( 1 + \sum_{j=1}^{\infty} (j + 1)e^{t(a_2 + \ldots + a_{1+j}) - j\epsilon} \right) e^{te + (tb + td + \psi(t)) + t(\sum_{j=1}^{\infty} c_{1+j})}
\]

\[
\leq \limsup_{t \to \infty} e^{t(\sum_{j=1}^{\infty} a_{1+j}) + te - 2(tb + td + t(\sum_{j=1}^{\infty} c_{1+j}) + \psi(t))} e^{te + (tb + td + \psi(t)) + t(\sum_{j=1}^{\infty} c_{1+j})}
\]

\[
= \limsup_{t \to \infty} e^{t(\sum_{j=1}^{\infty} a_{1+j}) - (b + d + (\sum_{j=1}^{\infty} c_{1+j})) + 2te - \psi(t)}.
\]

By hypothesis, \((\sum_{j=1}^{\infty} a_{1+j}) - (b + d + (\sum_{j=1}^{\infty} c_{1+j})) < 0\), so taking \( \epsilon \) sufficiently small, and using the fact that \( \psi(t)/t \to 0 \), we get that \( \frac{\mu([0])}{\mu([1])} \to 0 \), exponentially fast.

\[\square\]
Example 15. Assume \( a = 0, c = 0, a_p = -2^{2-p}, c_p = -3^{2-p}, b = -2, d = -\frac{3}{2}, b_1 = d_1 < 0, b_p = a_2 + \ldots + a_p, d_p = c_2 + \ldots + c_p, \forall p \geq 2. \)

Moreover, \( \beta(f) = 0, \) and, \( P(tf) \) satisfies, for all \( t, \) the equation

\[
1 = e^{td_1-P(tf)} + \sum_{j=1}^{\infty} e^{t(d_1+b_1+j)-(j+1)P(tf)} = \\
e^{td_1-P(tf)} + \sum_{j=1}^{\infty} e^{t\frac{j-1}{2}+\frac{j-1}{2}}-(j+1)P(tf).
\]

In this case, it is easy (Lemma 5) to see that \( A = (b+d) = -2 - 3/2 = -7/2. \)

Moreover,

\[
V(1^\infty) = b - d = -1/2, \ V(01..) = b, \ V(0^p1..) = b - (a_2 + \ldots + a_p), \ V(0^\infty) = 0,
\]

\[
V(10..) = b, \ V(1^p0..) = b - (c_2 + \ldots + c_p),
\]

and, \( \beta_{\infty,t} = e^{t(b-d)}. \)

Such \( V \) is calibrated.

For a fixed \( t \) and \( q \geq 2 \) we have

\[
\frac{\alpha_{q,t}}{\beta_{q,t}} = \frac{e^{t(c_2+\ldots+c_q)}}{e^{t(a_2+\ldots+a_q)}}
\]

It is easy to see that \( S_0(t) = S_1(t), \) for all \( t, \) therefore, \( \mu_t([0]) = 1/2 = \mu_t([1]). \) We also have \( \mu_t([01]) = \mu_t([10]). \)

For fixed \( n \geq 2, \) we have

\[
\frac{\mu_t([0^n1])}{\mu_t([1^n0])} = \frac{e^{t(a_2+\ldots+a_n)+(\log(\alpha_{n,t})-\log(\alpha_{1,t}))}}{e^{t(c_2+\ldots+c_n)+(\log(\beta_{n,t})-\log(\beta_{1,t}))}} = \\
e^{t(\log(\beta_{1,t})-\log(\alpha_{1,t}))} = 1.
\]

Therefore, \( \mu_t \to \frac{1}{2} \delta_0 + \frac{1}{2} \delta_1, \) as \( t \to \infty. \)

In this case we have a selection of a non-ergodic probability. Note that

\[
\lim_{t \to \infty} \frac{1}{t} \log(\alpha_{j,t}) = V(0^j1..) = b - (a_2 + \ldots + a_j),
\]

and

\[
\lim_{t \to \infty} \frac{1}{t} \log(\alpha_{1,t}) = V(01..) = b.
\]

Now, we would like to estimate the limit
\[
\lim_{t \to \infty} \frac{1}{t} \log(\mu(K)),
\]

for a certain class of cylinder sets \(K\). We point out that [2] consider only the case where the maximizing probability is unique (see also [19] [21] for a different setting which do not require uniqueness).

In order to do that we need first to estimate
\[
\lim_{t \to \infty} \frac{1}{t} \log(S_0(t)),
\]
where, by Proposition 6
\[
S_0(t) := \frac{e^{td_1} + \sum_{j=1}^{\infty} (j+1)e^{td_1+tf(a_2+\ldots+a_j)} - jP(tf)}{e^{td_1} + \sum_{j=1}^{\infty} e^{td_1+tf(a_2+\ldots+a_j)} - jP(tf)}.
\]

We claim that
\[
\lim_{t \to \infty} \frac{1}{t} \log(S_0(t)) = -\frac{7}{2}.
\]

Indeed, by lemma 4 we get that \(\frac{1}{t} \log\) applied to the denominator of \(S_0(t)\) goes to
\[
\max\{\sup_{j \geq 0} (d_1+1+a_2+\ldots+a_{j+1}), d + \sum_{j \geq 2} a_j - A\}.
\]

In our case we can easily get that the above expression is \(d + \sum_{j \geq 2} a_j - A = -3/2 - 2 + 7/2 = 0\).

Moreover, by Lemma 14, \(\frac{1}{t} \log\) applied to the numerator of \(S_0(t)\) goes to
\[
\max\{\sup_{j \geq 0} (d_1+1+a_2+\ldots+a_{j+1}), d + \sum_{j \geq 2} a_j - 2A\} = d + \sum_{j \geq 2} a_j - 2A = 7/2.
\]

This shows the claim.

Note that in our case \(\mu_t[01] = \frac{1}{2S_0(t)}\).

Therefore,
\[
\lim_{t \to \infty} \frac{1}{t} \log \mu_t[01] = -\frac{7}{2}.
\]

In the same way
\[
\lim_{t \to \infty} \frac{1}{t} \log \mu_t[10] = -\frac{7}{2}.
\]

In a similar way as before, for \(j \geq 2\)
\[
\lim_{t \to \infty} \frac{1}{t} \log \mu_t[0j1] = \lim_{t \to \infty} \frac{1}{t} \log \mu_t([01])e^{-(j-1)P(tf)+tf(a_2+\ldots+a_j)+\log(\alpha_{j,t})-\log(\alpha_{1,t})} =
\]
\[
\lim_{t \to \infty} \frac{1}{t} \log \mu_t([01]) e^{-(j-1)P(tf)} = -7/2 - \lim_{t \to \infty} \frac{P(tf)}{t} = -7/2.
\]

In the same way
\[
\lim_{t \to \infty} \frac{1}{t} \log \mu_t[1^40] = -7/2.
\]

The final conclusion is that, for the present example, we are able to get the above limit for a certain class of cylinders \( K \). The estimates are all explicit.

One can show that the limit \( \lim_{t \to \infty} \frac{1}{t} \log \mu_t(K) \) exists, and it is also true a Large Deviation Principle with the usual deviation function \( I \) [2].
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