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GENERATION OF 

RANDOM BIVARIATE NORMAL DEVIATES AND 

COMPUTATION OF RELATED INTEGRALS 

BIRGER JANSSON 

Abs t rac t .  

A method which transforms two random variables having rectangular distribu- 
tions into a pair of bivariate normal deviates with prescribed covariance matrix 
is described. The same transformation is used for integrating the bivariate normal 
distribution over areas which are the intersection of the domain outside an equi- 
probability ellipse and a sector determined by two lines through the point of 
gravity of the normal distribution. 

1. Introduct ion.  

I n  Annals  of Maf, h. Star .  1958 G. E.  P.  Box  a n d  Mervin  E .  Muller [1] 

in t roduced  a m e t h o d  of genera t ing  r a n d o m  n o r m a l  devia tes  f r o m  a dis- 
t r i bu t ion  wi th  m e a n  0 and  s t a n d a r d  dev ia t ion  1. Thei r  me thod ,  which 

gives for  each genera t ion  two  independen t  no rma l  deviates ,  m a y  be  
general ized so t h a t  the  two  genera ted  number s  belong to  a specified bi-  
va r i a t e  n o r m a l  dis t r ibut ion.  

2. Method.  

Le t  u a n d  v be  two  r a n d o m  var iables  of a r ec t angu la r  d is t r ibut ion  on 

the  in t e rva l  (0,1]. De te rmine  x a n d  y b y  

x = [ ~ x + a z . ~ - ~ 2 1 o g u . ( ~ l - o 2 . c o s 2 ~ v + ~ s i n 2 z v )  I 
(1) 

y = /~y  + % .  ~ / -  2 log u .  sin 2zv I 
Then  x a n d  y belong to  a b iva r i a t e  n o r m a l  d is t r ibut ion  wi th  means /~x  
a n d  #y a n d  s t a n d a r d  devia t ions  a~ a n d  % of x a n d  y respec t ive ly  a n d  
wi th  the  corre la t ion coefficient 0. 

3. Proof .  

An invers ion  of (1) gives 
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{ 1 [(x--#~12 29(x-Atx)(Y-l~u)+(y-Aty12]} 
u = exp--2(1_~.)2)L \ °'x / axay - -  ~, a~-y--/ I 

v = - -  arctg 

% Y-  #y 

from which the Jacobian J may be derived. We get 

- 1  { 1[(x--~tx~__29(x--/zx)(y- ,uv) 
J = _ _  exp 

2jrcrx%,Vl-~2 2(1-~  2) L\ ~ / ax% 

(2) 

\ (ry / j j  

(3) 

A probability element dudv in the u,v-domain is transformed by (I) into 
]Jl" dxdy in the x,y-domain where J is given by (3), which completes the 
proof. 

With #x = #y = e = 0 and a x = % = 1 we get from (1) 

x = ~/=2 logu.eos 2nv I (4) 
Y = V -  2 logu. sin 2nv l 

which is Box-Muller's formula~ for generation of a pair of independent 
normal deviates. 

4. A c c u r a c y .  

When the proposed method is used for generation of bivariate normal 
deviates on a computer the accuracy depends partly on the accuracy of 
the calculation of trigonometric numbers and logarithms on the compu- 
ter, and partly on how good the generation of the rectangular random 
numbers is. A discussion of how to evaluate some random number gene- 
rators, which produce rectangular random numbers, was given by the 
author in [2]. 

5. Generat ion  of r a n d o m  var iables  f r o m  d i s tr ibut ions  re lated to  the  
n o r m a l  d is tr ibut ion .  

As already pointed out by Box-Muller [1] the formulas (4) may be 
used to generate random numbers from distributions derived from the 
one-dimensional normal distributions. Thus we have for example 

n n + l  
a) n-dimensional normal variables. Using (4) ~ or 2 times for n even 

and odd respectively, we obtain n independent normal deviates (when n 
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is odd we get  one normal  devia te  fu r the r  which is no t  used). Wi th  know- 
ledge of the  desired eovariance matr ix ,  and with s tandard  t ransforma-  
t ions we obta in  the  variables wanted .  

b) Zn2-variables. I f  n is the  number  of degrees of f reedom of the  Z 2- 
dis t r ibut ion we get, using the  defini t ion of Z~ ~ as the  sum of n squares of 
independen t  normal  deviates  wi th  mean  0 and  var iance  1: 

x2k = - 2 log (u 1- u 2 - . . .  - uk) 

x2k+l = - -  2 log (U 1 "U~"... " Uk) -- 2 log Uk+ 1" COS ~ 2ZUk+ ~ 
(5) 

where ul, u 2 . . . .  are rec tangula r ly  d is t r ibuted  on (0, 1] and  x2k and  x~+ 1 
are g~-distributed wi th  2/c and  2/z + 1 degrees of f reedom respect ively.  

c) Variables from the t-, F- or fl-distributions. F r o m  the  definit ions of 
these three  distr ibut ions we get 

x 
t = (o) 

F = Xm/m 
x~/n ( 7 )  

X m 
= - -  ( s )  

X m • X n 

where x is normal  and  obta ined  by  (4) and xn and  x m are x~-distributed 
and obta ined  by  (5) wi th  n and  m degrees of f reedom respect ively.  

6. Some integral formulas. 

The  t rans format ion  (1) m a y  be used in con tex t  with in tegra t ion  of the  
b ivar ia te  normal  f r equency  func t ion  over  cer ta in  areas in the  x ,y-domain .  
Le t  us f irst  de termine  which area in the  x ,y -domain  corresponds to  a 
rec tangular  area O<_u<<_u', O<_v<v' in the  u ,v-domain  (fig. 1). 
Denote  the  f r equency  funct ion  by  f (x ,y)  i.e. 

1 l [ ( x - # ~  2 
f (x ,y)  = - ~ -  exp [ 

2~axay~/1-q 2 | 2 ( 1 - q  ~) 1_\ a x / 
2 ~ ( x - # x ) ( Y - # y )  + ( Y - # ~ I  ~]} 

axay \ ay / 
(9) 

Direct ly  f rom the  first  equa t ion  in (2) i t  follows t h a t  u < u '  corresponds 
qff 

to  f ( x ,Y )<2~a~%V~__ fi~ which is val id for  the  area outside the  equi- 

p robabi l i ty  ellipse 
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~ /  {u',v') 

(1,1) 

t/ 

Fig. 1 

~" ax / axaY \ % / (I0) 

When u' -> 0 the area of the ellipse tends to ~ and when u' -> 1 the area 
of the ellipse approaches 0, i.e. the ellipse degenerates to the point x =fix, 
y = t t y  (fig. 2). 
The second equation in (2) may be written more conveniently 

y -  try  = sin 2~v x - # ~  ( 1 1 )  

au ~/1 -- ~ .  cos 27~v + Q sin 27~v ax 

representing a family of lines through the center of gravity (#x,/~u)" 

Y 
v=! 

4 v 

Fig. 2 
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J u s t  regard ing  half-l ines s t a r t ing  f r o m  (#z,#~) we m a y  see t h a t  

v = 0 corresponds  to  y = /~u  for  x > #x 

v = ½ corresponds to  y = gy for  x < #x 

v = 1 corresponds  to  y = ~y for  x > #x 

v = ~ corresponds  to  y - # - ~ =  1 x - ~ t  x for  y > #y 

which is one half  of the  regression line of x on y while 

v = ~ corresponds  to  the  second half  of the  s ame  regression line. 

Define an  angle c~ in the  in te rva l  [0,z)  according to  fig. 2. I t  t hen  
follows f r o m  (11) t h a t  

% sin 2~v 
t g ~  = - - .  (12) 

a x Wl _ ~2. cos 2~v + ~ sin 2~v 

wheneve r  0 < x < ½ .  I t  follows f rom (12) t h a t  ~ increases f rom 0 to  
when  v increases f r o m  0 to  ½. 

W h e n  ½ < v <  1 we get  b y  (12) an  angle a l  in [0,Jr) and  t hen  the  angle 
in [z, 2z) b y  

0¢ : ;7~-{-0¢ 1 . (13) 

W h e n  v = 1 we f inal ly  get  c¢ = 2~r. 

I t  is thus  clear  t h a t  the  in t e rva l  0 _< v < v '  t r ans fo rms  into the  a rea  
be tween  the  two  half-fines corresponding to  v = 0 and  v = v'. 

We  h a v e  thus  found  t h a t  the  shaded  r ec t angu la r  a rea  in fig. 1 is t r ans -  
f o r m e d  b y  the  t r a n s f o r m a t i o n  (1) in to  the  shaded  area  in fig. 2, which 
is the  in tersec t ion  be tween  the  a rea  outs ide g ( x , y ) = O  according to  (10) 
a n d  the  area  be tween  the  half-lines de te rmined  b y  (12) and  (13). 

B y  inver t ing  fo rm u l a  (12) we get  

1 axW 1 - ~2. tg 
v = - -  a re tg  (14) 

2 ~  au - ax . ~ . t g  ~ 

which is va l id  for  0 < c~ < 0z. 

I f  ~ < ~ < 2 ~  we see f r o m  (12) a n d  (13) t h a t  we h a v e  to  a d d  ½ to  the  
v-value ob ta ined  b y  (14) a n d  f inal ly  when  ~ = 2 ~  we have  v =  1. 

According to  t he  r ec t angu la r  d i s t r ibu t ion  of u a n d  v the  mass  over  
0-< u-< u ' ,  0 < v _-__v' is u 'v '  and  so we m a y  conclude wi th  the  following 
in tegra l  f o rmu la :  
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T~EO~EM. I f  the  area  A(c~*,K) is defined b y  

1) f ( x , y )<K with  g in the  in te rva l  [o,(2zaxauV~-Q~)-l]. 
2) o < a < ~ * < 2 u  

we have  

A(~*, K) 
% -  ax~).tgo~* / 

where  

/ = = when  ~ < ~* < 2z and  where  the  arc tg  is to be chosen in [0,~). 
when  a*  2~ 

This  pape r  m a y  be f inished wi th  two corollaries which are direct  con- 
sequences of the  theorem.  

COROLLARY I. W i t h  a * =  2~ we get  the  mass  over  the  area  for  which 

f(x,y) < K, i.e. outs ide an  eqni -probabi l i ty  ellipse in the  x ,y-plane .  We  ge t  

A ( 2r~, K)  

W h e n  the  ellipse degenera tes  to  a poin t  we have  

which gives 

K = f(#x, ttu) = 

f f f(x,y)dxdy 
Ru 

where R 2 is the  full x, y-plane.  

= 1  

Yg 
COROLLAg¥ 2. Wi th  ~* = - we ge t  the  mass  over  an  a rea  of the  x,y- 

2 
plane for which x > # x ,  Y>#u and  f (x ,y )<K.  We then  get  

= ~ % l / l - e  2. K - ( ~ -  arccose). 
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Fur the r ,  if we p u t  K = , i.e. we in tegra te  over  the quad-  

r an t  where x > #~ and  y > #y we get  

~ I 1 

f f Y (  - - - -  x,y) dxdy = 2 2zr a r c c o se .  

~y l~x 

This fo rmula  is usual ly  expressed wi th  the  aresine-funct ion (see e.g. 
Cramdr, [3], p. 290). In  this paper,  however,  we have  defined the  angle 
in the  in te rva l  [0,z),  in which arctg and  arccos are one-valued funct ions  
bu t  arcsin a two-valued  funct ion  and  this consequent ly  determines  the  
choice of arc tg  or arceos. 

In  the  half-plane de te rmined  b y  ~* = z we have  the  mass zaxay~/1 - ~ 2 K  
which follows f rom corol lary 1. I n  the  q u a d ra n t  def ined b y  x < ~ux, y => #y 
we thus  get  

ff f (x ,  y)dxdy = ~ax%~l  - ~ 2 K -  ax%V 1 - ~ K ( ~  - arccos ~) 

= ~ y ~ / 1  - ~2K- arecos~ 

which all over  the  quad ran t  i.e. with K = gives 
2 ~ x a  

co /~x 

f f f( 1 x, y) dxdy 2~ arceos ~ .  
py --oo 

The  masses in the  th i rd  and  four th  quadran t s  are the  same as the  cor- 
responding masses in the  first  and  second quadran t s  respect ively.  
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